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ANNOTATION

This collection of papers covers a broad range of questions of

space iconics and iconology, beginning with methodological questions

and the definitions of these terms.

The articles reflecting practical iconics examine phototelevi-

sion methods, automatic photochemical processing under spaceflight

conditions, the questions of determining the instrumental properties

of spaceborne photographic, phototelevision, and scanning television

equipment. Theoretical iconics is represented by discussions of the

technique for reducing blurring on photographs, studies of light

propagation in planetary atmospheres, evaluation of the optical

properties of the atmosphere and surface of Venus. The papers on

iconology examine the questions of determining spacecraft orienta-

tion, techniques and equipment for transforming and correlating,

television and IR pictures of the earth, geological, geophysical,

and geographical interpretation of pictures taken from space, ques-

tions of machine interpretation of cloud images obtained from space.

Papers reflecting the questions of geodesic study and topo-

graphical mapping of the Moon round out the volume.
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FOREWORD

The methods and equipment for obtaining images (iconics) and /3*

the methods and equipment for interpreting images (iconology) occupy

one of the most important positions in studying the planets from

space vehicles. The practical application of these techniques began

in 1959, when the Soviet automatic interplanetary station Luna 3

photographed the backside of our natural satellite and transmitted

its television image to the Earth. It is difficult to describe

fully the contribution made by iconics and iconology to science and

engineering during the years since 1959. We shall cite only the

most impressive contributions.

The global pictures of the Moon (Luna 2, Zond 3, Lunar Orbiter)

have made it possible to obtain a complete cartographic model of the

Moon and to establish the significant difference in the topographical

and geological structure of the visible and invisible hemispheres.

The images transmitted directly from the lunar surface (Luna 9)

made it possible to detect previously unknown formations, such as

rocks, and discover the extensive pitting of the soil by craters of

different sizes. All this overturned our concepts of lunar mantle

genesis.

Numbers in the margin indicate pagination in the original foreign
text.
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The global pictures of the Earth (Tiros, Meteor, and so on) led

to the creation of a permanent space weather system which transmits

television and IR pictures of the cloud cover to ground stations.

The interpretation of these images along with other weather data has

improved weather predictions significantly.

Transmission to the Earth of detailed pictures of Mars (Mariner)

led to entirely new data on the nature of this planet. Formations

on its surface, similar to lunar craters, were discovered. This

made possible a new step forward in the development of comparative

planetology.

The images of the Earth's surface obtained in various segments

of the spectrum (Vostok, Voskhod, Gemini, and so on) showed that

pictures taken from space are an effective method for studying the

nature of the Earth for national economic purposes. Special space-

borne systems (ERTS, Skylab) are being created, whose primary task

will be to obtain images for national economic interpretation.

Serious studies and developments are being carried out both in

the USSR and abroad in the space imaging field. In the USSR, these

studies have already developed to the point where a space section

*was organized at the 1 0 th Inter-Agency Conference on Aerial Imaging

held in Leningrad in November, 1969. The reports recommended by

this section for publication constitute the major portion of the

present volume (these articles are indicated by an asterisk in the

table of contents). The volume also includes articles recommended

for publication by a seminar of the Division of Cosmometry and

Iconics of the Institute of Space Studies of the USSR.

The present collection is the first systematized publication of

studies on space iconics and iconology. It includes a wide range of

theoretical and practical subjects. For reader convenience, the

material is grouped with regard to subject matter. The initial

papers are concerned with practical and theoretical iconics; then

follow articles on several trends in iconology.
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This volume does not in any way pretend to provide complete
coverage of all the problems of space imaging and interpretation of
its results. The objective is to show at least partially the great
variety of these problems, and at the same time show how intimately
they are interrelated by the specific nature of space studies. It
is difficult in a publication of this type to achieve uniformity

and even quality of the papers, which is clearly a drawback. How-
ever, the publication of this collection of papers is useful in
that it provides a consolidation of theoretical and practical de-
velopments in the field of space iconics and iconology, shows the
present level of these developments, and points out to a certain de-

gree the directions of future studies.

While the collection was being prepared for publication, space
imaging developed still further. Extensive imaging information was
provided by Lunokhod 1. The heroic crew of the first orbital sta-

tion Salyut carried out a very interesting photographic survey.
Mars was. photographed from the Mariner 9 and Mars-2 and Mars-3 arti-
ficial satellites, and definite progress was achieved in machine

processing of space pictures and their interpretation.
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N75 11420

ICONICS AND ICONOLOGY

B. N. Rodionov

It has been suggested that the complex of methods and equipment /5

for obtaining images, integrated on a common methodological basis,

be termed iconics (from the Greek word EIKWV, meaning image). The

concept of iconics combines such methods and equipment for obtaining

images as photography, television, phototelevision,.thermovision,

radar, and so on.

The term iconics has been used previously, but in a narrower

sense, as the name for the theory of image reproduction systems,

primarily in the sense of their optimization [1]. It appears to us.

that iconics must include two branches: theoretical and practical.

Then the system optimization problem takes its place in theoretical

iconics along with its other problems.

We propose that the complex of image interpretation methods and

equipment be termed iconology.

Methodological generalization of the various methods and equip-

ment for obtaining images is particularly necessary for space studies,

where simultaneous pictures are taken in various parts of the elec-

tromagnetic wave spectrum. These pictures yield the best results in



the case of integrated interpretation of their results. Integrated

interoretation, particularly machine interpretaion, is most effec-

tive when using common imaging methodology.

Methodological generalizations are inevitably associated with

reformulation of familiar concepts. Here, it is necessary to analyze

and systematize many ideas and concepts which have been considered

obvious. Prior to examining the iconics and iconology problems pro-

per, we must present some concepts and definitions.

The image and its properties. The high information content of

human sight has forced man to develop a whole arsenal of methods and

equipment with the aid of which extremely varied information on the

external world is converted into forms convenient for perception by

the eyes. Such forms include texts, tables, graphs, diagrams,

sketches, drawings, pictures (images).

The visualized forms of information can be classified on the /

basis of various criteria. Probably the most natural classification

is that based on the degree of similarity of a particular form with

its original - the information source in the conventional generally

accepted sense. This approach was reflected in the sequence listed

above of transition from the visualized form having zero similarity

(text) to the form whose similarity with the original can be so great

(picture) that the visual associations caused by it are equivalent

to the associations arising when examining the original.

Psychologically, association equivalence is the most universal

basis for human perception of the information present in visualized

forms. Picture language is most accessible for wide ranges of in-

formation users. Therefore, pictures stand out among the other

visualized forms. The high degree of similarity and equivalence of

visual associations are the characteristics on the basis of which

particular visualized forms can be associated with the picture class.

The picture class is extensive. It may be divided into two

subclasses: graphic art products and pictures obtained by technical
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means, such as the photographs, television, thermovision, and radar

mentioned above. In this listing, there are technical means used to

construct pictures for both the visible and invisible electromagnetic

radiation bands. The perception adequacy mentioned above is obvious

for the visible-band devices. With regard to the invisible band,

we can speak of some equivalent adequacy. In the invisible (X-ray,

UV, IR, RF) spectral regions, the observation results are represented

in a visualized form which is as close as possible to what the ori-

ginal would be if the human eye were sensitive to radiation in the

given bands. Such forms create visual associations corresponding

to those which would arise with artificial broadening of the spectral

sensitivity of the eye. This makes it possible to relate the forms

to the picture class, since they have a high degree of similarity

in the sense mentioned above.

The use of the expression "picture" creates terminological in-

conveniences, since it usually relates to graphic art products.

While retaining this term in application to the class as a whole,

it is advisable to use a different term for the pictures belonging

to the second subclass.

We shall use the term images for the visualized information

'forms obtained by technical means which create visual associations

equivalent to the associations arising when examining the original

and having, in the generally accepted sense, a high degree of simi-

larity to its original. The term image is often used as a synonym

for picture, but it is sometimes given a different sense, for ex-

amplec, we say that a particular graph is the image of some function.

However, we shall use this term only in accord with our definition.

The.process of obtaining images by technical means is usually

called imaging. We shall use as a synonym for denoting such means

the term "imaging systems".

The unified methodology for obtaining and interpreting images

must obviously be based on certain singular and invariant properties

of the images. We shall try to formulate these properties.

3



In the language of mathematics, the concept of similarity is

a variety of isomorphism. We recall that an isomorphism is the pro-

perty of mutually single-valued mapping of the mathematical models

M and M', consisting, respectively, of the elements a,b .. '. ... and

the operations O, P, ...; O', P', .. , the results O(a, b....), P(a, b,...) .... ; O'(a,, b,...),

P'(a',b'...),... of which are also elements of the models M and M'. If

there exists the mapping a---a' of the set of elements of model M

into the set of elements of model M' and, conversely, a'--a , where

O a. b,...) >O'(a', b'..). O'(u', b',...)-.--*0(a, b,...) also, then M and M' are

isomorphic.

By definition, an image is an isomorphic model of the original.

The similarity is based on the fact that when examining the image,

its elements are replaced in the human consciousness by the elements

of the original. For this purpose, when constructing the image,

the elements of the original must be replaced by the elements of the

former. We usually say that the elements of the original correspond

to definite elements of the image, and vice versa.

The type of correspondence should be that which exists between

the elements of the object being examined and the optical image in

the human eye. Only under this condition can we speak of adequacy

of the visual associations. The mathematical model of the eye is.a

central projection system. The correspondence between the original

and the image in the eye is a projective correspondence. It is pre-

cisely this type of correspondence which is necessary in order that

the image and the original be similar to one another in the generally

accepted sense.

In speaking of projective correspondence, we usually have in

mind geometric models and originals. The concept of projectivity

in its broad sense, when the projective space is formed by objects

characterized by both geometric and physical parameters, and when

both types of parameters are subject to representation, is applicable

to images.

4



The representation of geometric parameters on pictures is de-

scribed quite completely by the particular form of projective corre-

spondence termed perspective. It reflects the geometric essence of /8

the image construction process.

Our natural sense of similarity has been developed for a world

where the perspective correspondence of visual models is invariant.

This is associated with the geometry of radiant energy propagation

(rectilinearity). The objects surrounding man are perceived visually

by man primarily as geometric models constructed following the laws

of linear perspective. These forms are very stable, since the per-

ception of perspective is practically independent of illumination,

color; and object contrast, provided these characteristics are above

the threshold sensitivity of the eye. Violation of perspective

correspondence affects similarity and causes difficulties in iden-

tifying the image with the original.

Deviation from perspective correspondence produces an impression

on the human of geometric distortions. Within certain limits we

adapt-to such distortions. For example, curvature of lines on pano-

ramic photographs which are rectilinear in actuality'disturb us very

little"when we examine the photographs as a whole. This is explained

by the fact that the deviation of the panoramic projection from per-

spective in small zones is slight, and the similarity of individual

details is retained. However, if perspective is strongly disrupted

for ihdividual details as well, then simple identification of the

pictures with the originals becomes impossible. We encounter this

phenomenon, for example, when using certain radar images. Thus, at

the edge of the airplane panoramic radar screen, the projection of

details is nearly perspective and they are easily identified with the

terrain features. However, in the center of the screen, where the

projection differs markedly from perspective, the details are not

similar to their originals.

This situation obviously leads to the conclusion that perspec-

tive correspondence is an important condition of similarity.
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The laws of perspective in accordance with which geometric

models are constructed are invariant with respect to the radiation

bands. Satisfaction of these laws is imperative for all methods

and technical means for obtaining images. Hence follows the validity

of considering as images those visualized forms of the invisible band

which have the properties of perspective correspondence within the

limits of natural adaptation of man.

The physical parameters of the details of the original are re-

presented on images as a result of action on the imaging system sen-

sitive apparatus of the energy radiated by these details. In order

that these parameters be represented in a similar fashion, the form

of the picture details must correspond with the radiation.

For the entire visible band, integral correspondence involves /9

the fact that details radiating a larger amount of energy must be

imaged more brightly. We shall term this brightness correspondence.

Here similarity is associated with the natural capability of man to

react to external stimuli. This capability is invariant to stimulus

type and its nature is the same for tactile, aural, and optical sen-

sations; the larger the stimulus energy, the more significant the

reaction of the organism.

We shall show that brightness correspondence can be expressed

by projective correspondence.

The figure shows a typical photoemul-

sion characteristic curve D(H) [2] (D is the Xs

photographic density; H=(..!4)Bt; p is the co-

efficient of diffuse scattering; B is the Rc

brightness; t is the exposure) and a typical

x(X) curve, the x-coordinates of the points

of which are projectively connected with the

X coordinates. It is obvious that the nature

of the curves is the same.
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By altering the projection parameters, we can select the func-

tion x(X) so that it will approximate the photoemulsion character-

istic curve. Consequently, D and B are in projective correspondence

and the mapping B - D is a projective transformation. In preparing

the positive, the transformation D + D takes place, where D are
n n

the densities of the details of the positive. In principle, this

transformation is analogous to B + D, i.e., it is also a projective

transformation. In the final analysis, B - D + Dn, so that there is

projective correspondence between Dn and B. The apparent brightness

B of the details of the positive is inversely proportional to their
n

photographic density. Consequently, there exists the transformation

B + Bn, which is also a projective transformation.

The high degree of similarity of the positive photoimage to the

original is well known. Therefore, we can state that the brightness

correspondence of the image and the original, which is necessary for

similarity, actually is a projective correspondence.

Another correspondence which is necessary for similarity is

color correspondence. Within the limits of narrow spectral zones of

the visible band, the correspondence between the radiant energies

and the apparent color brightness of a detail of the image must have

the same nature as in the case of integral brightness correspondence.

However, for the entire visible band it is different: the apparent

image brightness will depend not only on the amount of energy radiated

by the details of the original, but also on the spectral sensitivity /10

of the eye. It can be shown that over the entire visible band, color

correspondence is also described by a projective correspondence if we

use a particular form of the latter - affine transformations. For

simplicity we shall term the combination of brightness and color

projective correspondences tonal correspondence. It reflects the

energetic essence of image construction.

When examining images, man adapts to deviations from the natural

tonal correspondence within still larger limits than to perspective

distortions. Color and brightness correspondences may even be

7



entirely lacking. Thus, similarity of the image and the original

is maintained on black-and-white and single-color photographs. In

the limiting case, similarity is maintained even without brightness

correspondence - the case of the contour image . More detailed

examination of this question leads to discussion of the role of

image detail contrast. Considering that the latter is a function of

detail brightness, we shall leave this question aside, since we have

clarified the nature of the brightness correspondence necessary for

similarity..

The tonal correspondence of images obtained using invisible

radiation (which is necessary for similarity) is, in principle, the

same as for brightness correspondence.

In addition to perspective and tonal correspondences, an im-

portant similarity conditions is image sharpness. On a blurred image

it is difficult to identify its details with those of the original.

We shall show that the concept of sharpness is associated in a de-

finite fashion with the projective transformations of radiant energy

in imaging systems.

It is well known that image sharpness depends on how the radiant

energy passing through the elements of the imaging system is trans-

formed. As a result of the transformation, the amplitude and phase

of the signal at the system output differ from the amplitude and

phase of the input signal. For the visible band, we consider [31 '

that if the original is a sinusoidal grid in which the energy dis-

tribution is expressed by the law

E(x) = ao.- acos(2tNx), (1)

then this grid is transformed by the imaging system into an image

having light energy distribution following the law

Here we see that perspective correspondence plays the primary role
in ensuring similarity, since only with this correspondence will the
contour image be similar to the original. However, this example
shows that there is no sharp boundary between the class of pictures
and the neighboring class of drawings (see above).

8



E'(x) =a aF(N)cos[2.TVNx--9(N). (2)

In (1), (2): a0 is the average value of the energy over the entire

original grid; a is the amplitude, and N the period of the sinusoid;

x is the coordinate of some point of the grid; F(N) is the contrast-

frequency characteristic (CFC); O(N) is the phase-frequency charac-

teristic (PFC).

We denote

E'(x) - ao =6E'(x), a cos (2.tNx) 6E (x)

and transform (2) with account for this expression,

8E' () - F(N)[cosq (N) tg(2.tVx)sin (V)1. ( 3)8E (x)

The quantities 6E'(x) and 6E(x) are variable components of the energy

variation in the grid image and original. The sharpness depends on

their ratio: the closer this ratio is to unity, the greater the

similarity of the image to the original. This ratio characterizes

the energy transformation scale in the imaging system.

We denote F(.')= q(N)=u: tg (2.'x)=-y/f, and rewrite (3) in

the form

6E' (x)/6E (x) = Fcosa - (gif sin a (14)

This expression shows that the nature of the ratio 6E"(x)/6E(x) is simi-

lar to the perspective image scale [4]. The right side of (4).is

sometimes termed the perspective coefficient. If we assume that

6E(x) is the original on the object plane and 6E'(x). is its central pro-

jection on the picture plane, then 6E'(x)/6E(x) can be treated as the

image particular scale. In this representation, the projection para-

meters are F(N),(N.),2.TXx, i.e., the CFC, PFC, and the sinusoid phase.

Thus, the transformation of (1) into (2) and the scale of this

transformation, on which the image sharpness depends, really can be

described in terms of the projective transformation.

9



Summarizing the above discussion, we can state that the common

property of images is their geometric and energetic projectivity

with respect to the originals.

Unified mathematical model of the image generation process. We

mentioned previously that similarity is a form of isomorphism. Now

we can refine this statement and show that the form is that of pro-

jectivity. Isomorphism permits representing one model by another

model and examining the properties of an entire class of models on

the example of any model of this class.

Let us consider an example with photographic and phototelevi-

sion images. Let A0 be the model of an original which includes in

itself the set of its elements 01a,.a2.... and operations O(a,.a....). /12
0( (1, 02. .... ..

In this case we mean by operations, the breaking down of the

original into geometric figures, identification of the spectral

brightness, and textural ranges, determination of the mutual posi-

tioning and dimensions of the details of the original, and so on.

It is obvious that the following transformation is valid for the

photographic image, whose model we denote by A': a,--b;, a2 -ib'..;

0 (a,. a2,..)-- O'l (b', b' 2). 02(a. 02.... - -O' (b',, b' ...... where b',, b'2, .... O'l O'2....
.are the elements of model A') But for the phototelevision image A"

the transformation a--+b, a.---b", ... O,(aa ...)--*O(b,b : ........ ), and so on
(analogous notations), are also valid. Consequently, on the basis

of the equivalence principle A,---4',Ao - -A",A'-A": A'Ao. A"--.Ao. A"-.A',

i.e., the models A' and A" are isomorphic, and one replaces the other.

Isomorphism also yields a more universal approach for general-

izing the processes of image construction with the aid of various

methods and equipment.

We denote by M the model of the process for obtaining the

photographic image. This model includes in itself the models A0

10



and A' indicated above with their elements a, b' and the operations
O, 0"', and also the operations PP', on the models A and A', which

are their mutual projective and orthogonal transformations, necessary
for the mapping M41T--. We denote by MAT the model of the

process for obtaining the phototelevision image. It is obvious that
its composition is analogous to that of the model M, i.e., it in-

cluses in itself A0, A"; a.b"; ,0" and PT, P'4 , . It is logical to state
that if A' and A", which are the final results of the processes of
obtaining images by the photographic and phototelevision methods,
are isomorphic, then the models M®,Me, are also isomorphic and, con-
sequently, there must exist the mapping Pb--P4TP' --.P'. and, con-
versely, PDT P, , P',T---P't

On the basis of this discussion, we conclude that the processes
of obtaining images by the different methods can be described by a
unified mathematical model.

We shall attempt to point out the general outlines of'such

a model.

We assume that the final image is the terminal objective form
which does not change upon examination and is independent of sub-
jective perception. We shall term this form the copy, and denote it
by A. We represent the copy by the ensemble of conditional image
elements, where each element is characterized by a position in the
coordinate system belonging to the copy, and by the tone A =
(x, y,-z, C, D), where x, y, z are the position coordinates, C and
D are the color and density or brightness (tonal characteristics).
For flat images, photographs, for example, the z coordinate can
be neglected.

Generally speaking, the final image is its subjective form /13
which arises in the human visual apparatus. It is a result of
physiological processes which cannot yet be described sufficiently
exactly mathematically. Therefore the terminal objective form A

11



must, for the time being, be considered the final element 
of the

mathematical model of the image generation process.

In addition to the form A, there also exists an incomplete

objective form, also visualized, but varying 
in time. We term it

A t and describe it by the ensemble At = (x, y, z, C, D, t), where

the position and tone of each element are characterized 
by the time t

as well. Such a form is, for example, the image on a kinescope or

the optical image in a photographic camera. It is obvious that, in

the general case, the ensemble A is some phase interval of the en-

semble At, and the former is a function A(At) of the latter.

The object of imaging can be represented by the ensemble A0 =

(X, Y, Z, B , t), where X, Y, Z are the spatial coordinates of the

original of an arbitrary image element in a coordinate system fixed

in the object; B, is the energy radiated by the original of the

element in the given direction 4, with spectral composition X; t is

the current time.

The ensemble A0 is the basic element of the image generation

process model, which is transformed by a series of operations into

the ensemble

A= AoP, (5)

where P = (Pl P2, ... , n) is the ensemble of operations, which in-

cludes the operation transforming At into A = AtP n . A typical list-

ing of the operations which make up the ensemble P is as follows.

Operations involving influence on the primary radiation of the

medium in which it propagates. Filtering and redistribution of the

energyin the primary radiation receiver, including accounting for

receiver orientation relative to the system OXYZ. Transformation

by the receiver sensitive element.of the radiant energy into elec-

trical or chemical energy. Amplification of the latter and its

12



transformation into the energy of coded signals corresponding to
some information system. Signal transmission over the communication
channels. Storage and retention of the information. Reproduction
and visualization of the information and conversion of the latter
into the form A.

It is clear that the actual composition of the operations in
any particular image generation system may be different. Additional
operiations involving logical and geometric information processing
may be carried out in parallel with the basic operations or in the
interval between the latter. Such processing is an independent
question, which we shall not examine.

Expression .(5) is the symbolic form of the mathematical model /14
of the image generation process.

The information contained in the image can be divided into in-
formation of the first kind (tonal relationships, representing the
physical parameters of the original and the energetic essence of
the images), and of the second kind (geometric structural relation-
ships, reflecting the spatial distribution of the details of the
original and the perspective essence of the images). Information
of the first and second kinds cannot exist independently. Neverthe-
less, this distinction has developed historically and is convenient
in practice in many cases. Two approaches to the expansion of (5)
can be followed in accordance with this division.

In the first approach, we ignore completely the projective
nature of the images, and examine only the energy transformation and
dissipation process. An example here is the analysis of imaging
systems by the>CFC method. In the second approach, we ignore the
energetic essense and examine only the perspective properties of the
image. We use this approach, for example, in photogrammetry. The
two approaches assume different forms of expansion of (5). We shall
illustrate the possibilities of expansion of (5) by the example of
the construction of the mathematical model describing the geometry
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of terrain projection onto a photograph obtained under dynamic con-

ditions, i.e., with movement of the camera. Such a model appears

as follows:

x4 = x + Ox. y4 = y; ( 9 )
x = xcos (O) - Y sin ((o)jt), y = x,sn(w2 t) + y cos (cot); (P 8)

f tg (wOMt) Ys sec ((oV)
x = ;(P7)

4- tg(y) 1-_ tg NO( 7

X 3x sec ((t) f tg (Oiy)x 6 = , y, =

A -- t(011) i - tg (o,) (6
H H

Wif W
H t !,HOe

x- f(e -- 1)Ks sin a sin x
-S -j.WH "H

*- (e - 1) K cos a

H Hh e +f (e -t1)K,sin a cosx
"*, "• ( P5)
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I

'(
x 1+x-(cosycosx, -y xin y sin x cos x ) K3

H
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S+ - -tK sin sin ( P )

W
yl "- "-1,/ (cos i' sin *.sinl T cos x cos ) K1

t +- -KI sin 7 sin a
H
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In this model

(xe, y) =A; (X, Y.Z, ) = A,.

and the factors C, D, B are not considered.

The ensemble A0 is.reduced to the ensemble A by the sequential

operations P, P 9. The operations P1, P3' P8  P are orthogonal

transformations, while P2; 4 P 5' P6' P7 are projective.

The operations are performed on the intermediate ensembles

Al = (X',.Y'), As = (x', y'), A, = (xl,, y), A, = (xs,, us. t),
A, = (X3, Y3.1), A, = (x,. y,, t). A7 = (x., y., t), At = (, y, t)

and in these operations we use the orientation elements 11' Z2, ml,

m 2 nl, n2 , X0O Y0, Z0 of the auxiliary system O'X'Y' relative to

OXYZ; a, f, H of the oxy system relative to O'X'Y'; x0 , Y0 , K of the

o'x'y' system relative to oxy. In addition, we use the translational

Velocities W, WH and the direction y of displacement of the projec-
tion center relative to the system OXYZ; the angular velocities wx, /16

Wy, Wz of rotation of the axes of the oxy projecting system relative

to OXYZ; the overall corrections exoa y for the. geometric distortions

caused by deviation of the real image from linear perspective.

The proposed model can serve as the basis for geometric models
of images obtained by any other imaging systems.

In the form written above, it reflects the connection between.
the coordinates of the terrain points and picture points obtained
by photographic, electronic television, and phototelevision methods.
For these methods, ex and ay denote the sums of the corrections for
atmospheric refraction, objective lens distortion, photographic
material deformation, nonlinearity of the television channel scans,
and so on.
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For panoramic photographs, the operation (P9 ) will have

the form

x = x cos arctg (y/f) + ex: y~, = f arctg (y/f) + ay, ( P ' 9)

where ,. 4.are the cylindrical coordinates of the image point on the

panoramic photograph.

For single-line scanning television systems and IR radiometers,

the model indicated above will reflect the connection between the

picture and terrain coordinates within the limits of a single image

line, if we set x=x=O , and y=farctg y/f -

In all cases, .f. H.xo, yo, denote respectively, the perspective

principal ray inclination relative to the vertical, the perspective

principal distance (focal length of the objective), mapping altitude,

coordinates of the origin and rotation angle of the o'x'y' auxiliary

system relative to the picture coordinate system. Depending on the

posed problem, t denotes the exposure time, panning time, scanning

time, interval between exposures, and so on.

The proposed model demonstrates the isomorphism of the images with

respect to their geometric nature. A similar model can be con-

structed for the radiant energy transformation processes. However,

it is advisable to develop a unified image generation model which

will reflect the projective essence of the images as a whole, i.e.,

will combine both the perspective and energetic models.

It seems to us that the development of a unified model will be

the primary problem of theoretical iconics. The unified model will

become the unifying methodological basis of the various image gener-

ation methods and techniques, the core of practical iconics, deter-

mining the common approach in the development of specific imaging

systems.

At the present time, various technical means for obtaining

images are being developed independently of one another. It often

16



seems that the developments are carried out unilaterally. For ex- /17
ample, some of the imaging systems used in space studies, while
having high information content of the first kind (see above), yield
images which are of little use for geometric interpretation. In
these systems, no provision is made for even the very simple opera-
tions required for coordinate and space and time correlation of the
image details. As a result, the information content of the second
kind in such systems is very low. The unified model mentioned above
should direct the imaging system developers towards ensuring high
information content of both the first and second kinds.

The absence of a common methodological basis leads to a situa-
tion in which the images obtained by the individually developed
imaging systems are difficult to correlate. The unified model makes
it possible to develop common criteria for evaluating image quality.

It is well known that considerable attention is devoted to the
problems of selecting image quality criteria with respect to the
sharpness characteristic. Without belittling the importance of such
studies, we should point out that the criteria for evaluating repro-
duction quality with respect to brightness relationships and geo-
metric accuracy are being ignored. In space studies, in particular,
photometric measurements of the planet images play a major role.
Without a criterion for the quality of the brightness relationship
representation, the results of photometric measurements may not be
truly representative.

As a preliminary proposal, we can consider the image brightness
and geometric accuracy criterion to be the deviation of the real
pictures from projective correspondence, formalized by the unified
mathematical model.

The idea that only terrain pictures obtained by so-called topo-
graphic cameras are suitable for precise geometric interpretation
is widely accepted. These cameras have low photogrammetric distor-
tion, have a focal plane shutter, and do not have image motion com-
pensation. This idea is the result of using the particular imaging
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process model developed for static conditions, when we can consider

that the camera and the terrain are mutually stationary during the

exposure time.

In space studies, imaging process dynamics become a major factor

and consideration of the static model leads to considerable reduction

of image information content. Specifically, in order to ensure high

picture detail content, it is necessary to use long focal length

cameras with image motion compensation. The objectives of such

cameras have significant distortion. If we make use of the old con-

cepts, the pictures obtained by such cameras are not suitable for

precise geometric constructions. Moreover, the tendency to use topo-

graphical cameras for imaging in space studies leads to photography

scale limitations, which reduces the information content of the first /18

kind in the pictures and, in the final analysis, reduces the informa-

tion content of the second kind as well. In the case of small imag-

ing scales, the picture measurement errors, when referred to the sur-

face of the planet, yield large errors in determining surface point

coordinates.

The mathematical imaging model presented above already broadens

considerably the application of the various images for precise geo-

metric interpretation. However, the unified model yields still

greater possibilities, since it will also reflect the processes which

determine picture detail content, which influences significantly the

accuracy of the geometric constructions.

The above-listed aspects of use of the unified image generation

process model relate to the problems of iconics proper. They are

associated with questions of accuracy, detail content, and compara-

bility of images - to a considerable degree irrespective of image

interpretation. This listing could be continued.

There are several aspects of unified model application as the

methodologocal basis of image interpretation. We shall examine some

of these aspects.
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In spite of the great variety of image interpretation methods,
they:still can be combined into three fundamentally different

groupings.

We include in the first group the interpretation forms based on
heuristic principles -which are not amenable to algorithmization.
The second group -includes the automatic pattern recognition methods.
The basis of such methods are the logical image processing algorithms.
The third group includes the methods using algorithms obtained from
imaging models of one sort or another.

We shall examine the third group, since that it has a direct
relationship to the theme of the present article.

The essence.of the image interpretation methods forming the
third group consists in seeking the unknown parameters of certain
elements of the imaging model..-Such elements may be an object, its
radiation, the medium, the imaging system, and so on. On the basis
of the imaging model, we formulate the equation or system of equa-
tions from the solution of which we determine the unknown parameters.
The effectiveness of this interpretation depends on how completely
the modeldescribes the imaging process. We shall consider an ex-
ample of topographical interpretation of lunar photogrpahs obtained

from spacecraft.

One of the tasks of topographical interpretation of photographs
is to determine the coordinates of terrain points. The formulas of
photogrammetry are usually used for this purpose. These formulas
are the solution of the equations formulated from the imaging model /19
describing the perspective correspondence of the. image and the
original. In-these equations, the original parameters X, Y, Z are
the unknowns. In our case, these coordinates are the selenocentric

coordinates of the lunar surface points.

The pictures obtained'from spacecraft .permit effective use of
the photogrammetric method for constructing a unified.coordinate
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system on the Moon and determining the absolute heights of 
the re-

lief. However, the limitations imposed by the specific nature of

space flight conditions do not permit interpretation by the 
photo-

grammetric method of small lunar relief elements from these 
pictures.

The photometric method is more effective for interpretation of

small elements. This method is based on the imaging model which re-

flects the energetic correspondence of the image and the original.

- the lunar surface. However, these parameters are expressed by

terrain slopes rather than by point coordinates. The photometric

method makes it possible to determine precisely the slopes and

heights of the relief elements, but it is not suitable for deter-

mining absolute heights.

It is obvious that both methods of topographical interpretation

of lunar photographs taken from spacecraft have significant drawbacks,

which are a consequence of the fact that partial imaging models are

used in both methods: perspective in the first and energetic in the

second. Therefore, a unified model of the imaging process which per-

mits combining the photogrammetric and photometric methods and makes

them more effective must be used as the basis of topographical inter-

pretation of lunar photographs. This is also valid for the other

forms of image interpretation by the third group mentioned above.

A unified model of the imaging process must form the methodolo-

gical basis of the third group. It appears to us that the theoreti-

cal problem of iconology involves formulation from the unified model

of equations with different unknowns, and the development of methods

for solving these equations.
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PROSPECTS FOR THE DEVELOPMENT OF PHOTOTELEVISION

METHODS IN SPACE STUDIES

A. S. Selivanov

In-space imaging of the-surface of celestial bodies can be /20

carried out by both television and photographic equipment.

Television equipment of various types has the important property

that when installed aboard a spacecraft it is capable of transmitting

the image of the object being viewed directly during the time of

imaging or, as we say, in real time.. However, such operation is not
possible in the great majority of cases because of the nature of in-
formation transmission over the spacecraft-ground communication line.

The inadequateenergy handling capacity of the communications

line usually forces reduction of the information transmission rate
in comparison with the rate at which information is obtained by the

television system. There are conditions when direct communication

with the sapcecraft is not provided at the moment of., imaging. Then

the need arises for storing the video information aboard the space-

craft for subsequent transmission at a definite time and at a defi-

nite rate. For this purpose, the television camera (TC) can be con-
nected with a magnetic memory (M) of the magnetophone type. Such

equipment is used on the Mariner automatic interplanetary stations
[1] used to study Mars, and on many Soviet and American weather

satellites. Image storage on photographic film is also possible,

and was used on Luna 3 [2], Zond 3 [3], and Lunar Orbiter [4]. The
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television technique is also used aboard these vehicles, but only

for transmission of an image first obtained on photographic film.

Therefore, such systems have been termed phototelevision systems

(PTS).

The choice of a system of one type or the other is dictated by

several considerations, the most important of which are the size and

weight characteristics, ether conditions being the same (power con-

sumption, reliability, and so on.

Comparing the phototelevision and television=plus-magnetic

memory systems, we note that the information handling process in the

second system is more complicated, since image storage takes place

in two stages, and this involves the use of two forms of memory

(Figure 1). The first preliminary storage (for a comparatively short

(P) Exposing Processing Scanning Magnifi- II(TV)
E cation & I

j, signal I
formatn. I

I(TC) Exposing Scanning Magnification I
and signal
formation

Magnification I
Recording Reproducing and signal

formation II(M)

Figure 1. Block diagram of PTS and TC + M

time) takes place of exposing the target of the television transmit-

ting tube, and then the video information is transferred to the mag- /21

netic carrier by means of re-recording.
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The internal structure of the phototelevision system can be

roughly broken down into two functionally different blocks: the

photographic (storage) part I(P), where exposure and processing of

the carrier takes place, and the television (reproducing) part II(TV),

where information readout takes place. The two parts have intimate

structural coupling with another provided by the common information

carrier - photographic film.

The more complex block diagram of the second system is also re-

flected in the structure, which consists of two blocks of different

types:which are coupled only electrically with one another. However,

the fundamental difference between these systems lies in the char-

acteristics of the information carriers used.

To date, photographic film remains an unsurpassed carrier with

regard to information recording density, i.e., with regard to the

number of image elements (or bits) recorded per unit surface area.

As for magnetic film, while having linear recording density practi-

cally the same as that of photographic film (to several hundred

lines/mm), it is inferior to the latter in regard to surface density,

since to date magnetic recording is practically one-dimensional.

Multitrack, and particularly transverse recording, which is used in

ground-based video magnetic recorders, reflects the tendency toward

two-dimensional recording. To date, only designs and prototypes of /22

airborne video magnetic recorders with transverse recording exist.

Because of their complexity, it has not been possible to make them

sufficiently compact and lightweight.

Comparison of photographic film with the televison tube (on the

basis of various characteristics) makes it possible in two cases to

give preference to the television-magnetic equipment construction

technique over the phototelevision method.

1. When it is necessary to record a relatively small volume

of video information, for example, in the initial stage of planetary

studies (Mariner). In this case, the required carrier (magnetic or

photographic film) volume is not large and does not define the
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design, which is acceptable for installation aboard a spacecraft in

either version. Here, such factors as technical traditions, operat-

ing convenience, requirements of universality, utilization prospects,

and so on, are decisive.

2. When repeated utilization of a relatively small carrier

volume is required, for example, as is necessary in the weather satel-

lite operating regime. In this case, the advantages of the tele-

vision-magnetic method with respect to rapid recording and reproduc-

tion and recording economies are obvious.

Let us examine the first case in greater detail. The informa-

tion volume limit, after which the advantages of the phototelevision

equipment become obvious, is very arbitrary. Analysis shows that

the current state of the art, this limit lies somewhere in the region

of 107 - 1010 image elements. Thia limit will naturally increase

with development of the technology. The existing situation is well

illustrated by comparison of the parameters of the imaging equipment

of the Mariner and Zond 3 flyby stations. Mariner studied Mars in

1965 and 1969, and Zond 3 photographed the back side of the Moon in

1965, although it was initially intended for a study of Mars as well

[3]. Thus, the equipment had the same mission, but was implemented

on a different technical basis. The equipment parameters are given

in the table. We note such parameters as the equipment weight G,

memory volume W, and the so-called y-effectiveness (y = G/W) of the

design. We see that the parameters of the phototelevision equipment

are better even for systems of this class.

Let us consider the effective resolution R, which is a most

important parameter for all phototelevision devices. The resolution

is determined by the selected image transmission scanning standard,

from which we obtain by calculation the value of R presented in the

table. The effective resolution has a limit determined by the ob-

jective-lens photographic-film system.
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TABLE

Eqpt. kg y = W/g R 1/Rn,
SC type W, el G el/kg lines/mm m/line

Zond-3, USSR, 6
1965 PTS 3.4-10 6.5 5.2"10 20 5-10

Mariner 4, USA, 4 3
1965 TC, M 8.4*-105 9.2 9.2"10 20 2.4*10o

Lunar Orbiter, 11
USA, 1967 PTS 1.3-101 68 1.9l109 76 8.-103

Here it is important to emphasize that there are no serious /23

technical limitations in the television part of the system to prevent

full relaization of the resolution of the photographic part. There-

fore, the effective resolution choice is dictated primarily by the

mission of the particular phototelevision system.

If the system is designed to obtain a relatively small volume

of basic information on the surface of the object (back side of the

moon, Mars) and achievement of maximum surface resolution is not the

most important objective, then it is advisable to design the system

so that transmission of both large and small image details is not

distorted by the photographic film grain structure. In other words,

we should not approach the film resolution limit and utilize a lower

"recording" density. The phototelevision system of the Zond 3 type

was developed on the basis of these considerations. Here the effec-

tive resolution was 25 lines/mm (optical) with limiting resolution of

about 40 lines/mm. The signal/noise ratio of the analyzer was no

less than 20 (Figure 2).

Realization of the limiting resolution is advisable in the case

when the primary purpose of the PTS is to detect on the surface of

the object being studied very small relief details, particularly in

connection with the need for imaging large areas. In this case,

the television part and the communications channel should not
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introduce marked distortions into the transmission of the information

obtained on the photographic film; the limiting factor is the thresh-

old of useful signal detection in the photographic noise.

This problem was resolved by the space-

craft of the Lunar Orbiter type, which

were used to obtain selective mapping of 1 Zond 3

the Moon with surface resolution Rs Lnrbiter
I Lnar Orbiter

8 m, and imaging of individual areas

with resolution R- 1 = 1 m. Here, the a to 40 & 80 WRlines/mms

detection threshold was taken as Us/U = Figure 2. Resolution
versus signal/noise

1, which was achieved with a resolution ratio

on the film of 76 lines/mm (see Figure 2).

The effective resolution is a very important information para-

meter of any imaging system, including the phototelevision system,

and determines the potential capabilities of system use.

The television transmission method introduces distortions into /24

the basic image obtained on the photographic film.

The geometric distortions introduced by the image transmission

and reception devices are the most significant and technically diffi-

cult to overcome. While the distortions caused by objective lens

distortion amount to tenths or hundredths of a percent, television

transmission in certain cases may yield nonlinear geometric dis-

tortions of up to a few percent. This distortion magnitude makes

analysis of the image very difficult, and sometimes prevents analy-

sis entirely, for example, stereophogrammetric analysis. It is

difficult to reduce the magnitude of the nonlinear geometric dis-

tortions to 1%. Therefore, the possibilities for improving the PTS

characteristics lie in calibrating the equipment with the required

degree of precision and increasing the operational stability of the

scanning devices, even those which are quite nonlinear. This ex-

plains the extensive use in modern phototelevision systems of
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optico-mechanical scanners, which have high stability of the charac-

teristics in time and under the influence of various spaceflight

factors.

Knowledge of the calibration data does not, in itself, yield the

required accurary. Therefore, considering the very extensive labor

involved, it is necessary to plan for computer analysis of the images

with account for the calibration data. Machine processing of images

obtained from spacecraft is absolutely necessary for several reasons,

and at the present time, definite success has been achieved in this

promising direction.

A very noticeable negative feature of current PTS is dissection

of the information transmitted by these systems. This is caused by

the inadequate definition of the television transmitters. Here, we

mean by definition the number of elements in the image scan line.

As a rule, there are 600 - 1000 image elements in a single line of

the transmitted image. At the same time, there are 10 - 18 thousand

elements in the frame width of 70 mm aerial film, for example, depend-

ing on the film type. Therefore, in practice, the image on the film

is dissected by one technique or other into several images which can

be transmitted with lower definition. This is seen most clearly for

the example of image transmission from the Lunar Orbiter spacecraft. /25

The photographs obtained from these satellites consist of individual

strips with 600 x 18,000 element definition.

It is clear that the dissection process leads to information

loss when joining the frames, reduces control accuracy, and gives

rise to additional geometric and brightness distortions. However,

in a well designed system, these deficiencies are not decisive and

cannot serve as a serious argument aginst the use of PTS. These

problems will be resolved in the future by the use of television

scanners with superhigh definition (reports of such devices have

already been published [5]);

The prospects for use of the phototelevision method in space

studies are quite good. This method has absorbed the experience of
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earth-based astronomy and aerial photography, and will be in the

immediate future one of the basic techniques for studying the planets.

It should also be added that of all the onboard spacecraft sub-

systems, including telemetry, the television subsystem usually pro-

cesses and transmits the largest volume of information. Therefore, the

the wide use of the phototelevision method depends directly on the

development of equipment for long-range space communications.
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FUTURE DEVELOPMENT OF IR THERMOVISION WEATHER

SATELLITE EQUIPMENT

A. V. Listratov

The self radiation of the surface being viewed is used for image

synthesis in IR thermovision equipment. The installation of such

equipment aboard weather satellites makes it possible to obtain cloud

cover pictures of the Earth's surface in a complete orbit, regardless /26

of the illumination conditions, and also provides quantitative in-

formation on the underlying surface temperature and cloud top height.

Such equipment is used successfullyaboard the Soviet satellites of

the Meteor system, and experimentally on the American satellites

of the Nimbus series [1].

With regard to surface resolution, the present-day IR weather

satellite equipment is inferior to the television equipment. This

is due primarily to the comparatively low detectivity of the IR

detectors. used.

While IR equipment has several fundamental advantages in com-

parison with the conventional television equipment, the problem

arises of determining the possibility for future development of

weather satellite IR thermovision equipment. For this purpose, we

need to examine the basic criteria for evaluating the quality of IR

thermovision equipment. Analysis of the achievable values of its

parameters and their interconnection makes it possible to evaluate

the possibilities for development of equipment of this class.

Basic specific criteria for evaluating the quality of meteoro-

logical IR thermovision equipment. In the general case, the basic

criteria for evaluating the quality of the conventional television

image are applicable to the image obtained with the aid of IR equip-

ment. Along with this, there are certain specific characteristics

associated with the IR images obtained with the aid of narrow-angle
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scanning radiometers (in the present article, we consider only

thermovisors of this type). The primary characteristic is the ad-

visability of expressing the threshold sensitivity in terms of the

minimum detectable temperature differential ATmin and the resolution

in the form of the angular quantity 6, equal to the radiometer ele-

mentary scanning view angle.

Since IR detector reaction is proportional to the change of the

thermal flux C acting on it with change of the temperature of the

surface in question from T to T + AT (in the following for the sake

of brevity, we term AO the differential thermal flux), to determine

the nature of the dependence of ATmin on the temperature of the

radiating surface it is necessary to know the analogous relation for

the differential thermal flux.

Considering that for high quality thermovision equipment

ATmin (°K) < T (°K), (1)

by differentiating the Planck radiation formula with respect to T, /27

we obtain

Ad= 2nh'c dX AT

k(ehk' + eh"kT -2) T
2

' (2)

where A~dX is the specific spectral differential power of the radia-

tion from unit surface area in the wavelength interval from X to

X + dX with change of the radiating surface temperature from T to
T + |AT. It is obvious that for determining AO in any wavelength

interval, X1 - X2 (2) must be integrated in this same interval. The

results of integration in the range from 0 to - can be expressed

analytically [2]

A'D = 4aT3 AT. (3)

Integration of (2) can be simplified by using the universal

tabulated normalized function AO (X, T), similar to the analogous

functions used for calculations using the Planck radiation formula.

30



Then

AT (T, - ) = 4aT3ATu (T, , - X),

where w (T, X - 2 ) is the so-called coefficient of differential

thermal flux utilization, claculated with the aid of the universal

tabulationed function

A0 (k, T) dff, _&) ,(5)

WD(), T)dA
0

Using (4), we can write the expression connecting ATmin (T)

for any temperature T with ATmin (T0 ), measured (or calculated) for

some one temperature TO of the radiating surface

Arm,. (T) ATm,.~ (TO) - ,0 X1 -- (6)T3 (To, X, + X)( j

The values of the function N(T), which is the ratio ATmin(T)/

ATmin(T0 ), for the spectral ranges 0 - c (continuous curve); 3.4 -

4.2 (heavy dashed curve), 8 - 12 (light dashed curve), and 10.5 -

12 P (dash-dot curve), calculated using (6) are shown in Figure 1.

Connection between the basic , -

parameters of thermovision equipment

and the parameters of its individual ___

component parts. In order to find

this relationship, we must first of

all determine the criteria which

characterize uniquely the capa- 4 -+ c /28 *ZrTc

bility of the IR detector to detect
Figure 1. Threshold sensi-

small differentials (changes) of the tivity versus radiating

temperature of the surface being surface temperature

measured when operating in the given

spectral band (for meteorological thermovision equipment, this band

is one of the atmospheric transmission "windows").
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Analysis shows that such a criterion (we term it the IR detector

detectivity for small temperature differentials and denote it by Q)
can be the generalized IR detector parameter defined by the formula

S= orSD*(To,.fA/)w[T.g(3)J Hz 1 1/ 2

Q= (7)Kut[o o )] deg * cm

where D* (To, f, Af) is the IR detector detectivity (the conditions

of D* measurement are indicated in the parentheses); w [T, 4(1)]
is the flux difference utilization coefficient, determined from (5);
p (A) is the product of the atmospheric spectral transmission func-
tion and the thermovision equipment spectral sensitivity; Kut is the

so-called radiant flux utilization coefficient; * (A) is the detector
spectral sensitivity characteristic.

Physically, the IR detector detectivity Q for temperature dif-
ferentials indicates the signal-noise ratio at the output of an
effective IR detector having a dimension of 1 cm2 with change of
the measured surface temperature by 10 C with a passband of 1 Hz.
By signal, we mean the effective value of the signal change at the
IR detector output with change of the measured surface temperature.

Formula (7) yields the value of Q for the same conditions
(modulation type, chopping frequency, frequency band) used in deter-
mining the value of D* appearing in the formula. The corrections
for other conditions, due to noise spectral density variation and
detector inertia, can be easily introduced if these characteristics
of the IR detector are known. We denote the value of Q determined /29
in this fashion with account for use under actual conditions by Q*,
and in the parentheses following this symbol, we indicate the
radiating surface temperature T and the working spectral band Ai - 2

or the spectral characteristic for which the detectivity for tempera-
ture differentials has been determined.

The table presents the detectivity values of temperature dif-
ferentials calculated using (7) for several types of IR detectors
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TABLE *

Spectral Operating D Q

Detector range X, temp. T, cm-Hz 1/2 W 1  Hz'deg- 1*cm
- 1type oK  c'z/"-

Thermistor
bolometer 8-12 295 1,95.108 4500

Thermistor
bolometer 10,5-12 295 1,95-108 1800

PbSe 3,4-4,2 195 7,5-108 180

HgTe -CdTe 8-12 77 3.10 1,73105

HgTe -CdTe 1io.-12 77 3.10 8,4.-10
4

Ge:Hg 8-12 30 1.1010 4,2.103

Ge: Hg 10,5-12 30 1-1010 1,5.10
5

Note: The first two values of D* were calculated for f = 10 Hz, and

the remaining values - for f = 900 Hz.

*Commas represent decimal points.

when using them in the spectral band corresponding to the atmospheric

transmission "windows". The calculation was made for radiating sur-

face temperature equal to -500 C (2230 K). The nature of the Q

variation with change of the radiating surface temperature can 
be

estimated in the first approximation from the curves of Figure 1.

In order to evaluate the equipment parameters achievable when

using the most promising IR detector types, we shall examine 
the re-

lationship between the threshold sensitivity ATmin of the equipment

as a whole and the angular resolution e, IR detector detectivity Q,

optical-system parameters, and so on.

The flux difference AO in the band 0 (X) with change of the

measured surface temperature T by the small magnitude AT, perceived

by the IR detector of a radiometer operating with respect 
to an

extended source which is entirely inscribed in the elementary view-

ing angle, can be expressed (with account for the coefficient dif-

ferential thermal flux utilization concept introduced above) by

the formula

A 3= ATw IT, % (X)] Y (8)

2)(8)
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where D is the objective lens entrance aperture diameter, and n.

is the objective lens efficiency.

Equating AT to ATmin, and replacing A¢ by the IR detector

threshold sensitivity, we obtain

ATni V 4K I' r T~Ye c
(T, X, - X D'q '(9)

where AF is the minimum required equipment passband in the video
signal circuit, Arec is the IR detector receiving surface area.

For the sake of exposition generality, we have also introduced
into (9) the factor K > 1, accounting for amplifier noise, the re-

quired signal-noise ratio at the threshold differential, the non-
sinusoidal nature of the modulation, and so on. In the following,

we set K = 1.

It is convenient to use (9) when the specific dimension of the /30
receiving area of the particular IR detector type is given, but
recommendations on the selection of the optimum objective relative
aperture "O" do not follow from (9) in explicit form. Replacing

/Ke by the product Of (f is the objective focal length), we finallyrec

obtain the equation which is the basic thermovision apparatus

equation

ATin = 4KF (10)
eQ* (T, X1 -).2) D09r

It follows from (9 - 10) that the concept of IR detector detec-
tivity Q* introduced above characterizes uniquely the equipment
threshold sensitivity to small temperature differentials, and the
best optical system, characterizing the potential properties of the
thermovision equipment, is the optical system which provides a maxi-
mum of the product DOn. We also see that in order to ensure the
maximum possible value of the relative aperture, required for im-
proving the threshold sensitivity, the size of the detector receiving
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area should be minimized to the degree that the technological capa-

bilities make this possible without deterioration of the detectivity

D*. In the subsequent calculations, we took Arec.mi n = 0.01 mm
2 .

(D/f)max = 1 : 1.

The passband AF, appearing in (9 - 10), must be expressed in

terms of parameters usually specified during design: angular resolu-

tion, satellite flight altitude, scanning band, permissible observa-

tion time, and so on. This implies that the solution of this ques-

tion depends primarily on the orbital characteristics.

Three basic forms of satellite orbits from which weather obser- /3

vations can be made are under more or less detailed study at the

present time [5, 6, and elsewhere]. These orbits include: near-

Earth circular orbit with heights from several hundreds to thousands

of kilometers, geosynchronous orbits, and lunar orbits. Let us

examine each of these orbits.

IR equipment installed aboard satellites traveling in circular

orbits near the Earth. In this case, the scan strip must be as large

as possible; the strip width is determined by the flight altitude and

the scanning sector. Because of the need for reducing distortions at

large viewing angles, the scan sector is no greater than + 40 - 500.

It is obvious that the observation time for a single imaging cycle

for the equipment installed on such satellites can be taken equal to

the period of revolution of the satellite around the Earth. The

optimum system in this case is one which provides only line-by-line

scanning of the terrain segment viewed (scanning along the orbit is

accomplished as a result of displacement of the satellite itself).

Expressing the satellite velocity along the circular orbit using

the known formulas of theoretical mechanics and assuming that in

equipment of the television type the minimum required frequency band

AF is equal to half the number of scan elements examined per second,

we obtain
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where

T[(H)=H +[sec], (12)

where y is the entire scan sector (in radian measure); R is the rad-
ius of the Earth; H is the flight altitude; g0 is the gravity force

acceleration at the Earth's surface.

Substituting (11) into (9 - 10), solving these equations for e,
and expressing the linear resolution 6 on the ground at the nadir
point in terms of H and 0, we finally obtain

a=H[ 2Vi -
Aa hmQ*(T, , - Di-0 TO(H) (13)

or, in the case when the detector receiving area size is given, this
expression has the form

SH 2 T -rec V---) . (13a)
IAT.In Q' (T. It - Lj D'n T (H)

Curves of maximum achievable resolution as a function of flight /32
altitude, calculated using (13), are shown in Figure 2. In the cal-
culations, we took ATmin = const = 10 C, with radiating surface

temperature -500 C. The calculation was made for the three types
of IR detectors indicated in the table (thermistor bolometer, Ge
Hg and AgTe - CdTe) for two spectral bands: X = 10.5 - 12 p (Figure
2a) and X = 8 - 12 P (Figure-2b). In the table and in the calcula-
tions, the values of D* were taken from [3, 4].

With respect to scan strip size, the calculation was made for
three conditions:

a) y = const = 800 (+ 400) - curves 1, 4, 7 (Figure 2);
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b) for each of the flight altitudes, the scan strip was taken

equal to the interorbital distance (along the equator) - curves

2, 5, 8;

c) the scan strip was taken constant, equal to 3000 km -

curves 3, 6, 9.

In the calculations D = 100 mm (the value of the Nimbus satel-

lite radiometer); n = 0.5; 0 = D/f = 1 : 1 (or Arec.min = 0.01 mm 2).

The values of the optical system parameters taken here are to

a considerable degree arbitrary, or in any case are not the limiting

values. Therefore, on the basis of the calculations cited, we can /33

conclude that when using high-quality and fast-response IR detectors

during satellite flights in near-Earth orbits, the highest resolution

required in practice for meteorological purposes can be provided.

IR equipment installed on the moon and aboard geocentric satel-

lites. The basic difference in the imaging conditions for equipment

installed on such satellites in comparison with low-flying circum-

Earth satellites is the fact that the satellite period of revolution

around the Earth cannot be taken as the time of a single imaging

cycle, and that the imaging itself with the aid Of narrow-angle

radiometers must be accomplished using scanning in two dimensions

(for example, line and frame scanning).

It is desirable to obtain a symmetric picture of the studied

terrain segment relative to the subsatellite point. Therefore, for

the subject satellite class, the square or circular raster form,

providing, respectively, parallel-line or spiral circular scanning,

is best. Considering that the cloud cover field being examined has

equiprobability of cloud appearance in any region, the best infor-

mation qualities will be provided by trajectories with uniform

scanning of the field (i.e., with provision for angular equidistance

of the scanning lines or spirals without gaps and without overlaps)

and with uniform angular scanning beam sweep velocity.
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Figure 2. Resolution versus satellite flight alti-
tude :

a - 1, 2, 3-- Q* (AA) = 8.4 -101; 4, 5, 6-- Q*

1 2 - 1 - -- 0-*
( ) 1 .5 1 5 7, 8, 9 - O A ) = . 20 3

Hz I / cm - deg-l; b-- i, 2, 3-- Q* (AX) = 1.73 •

105; 4, 5, 6 -- Q (A) = 4.2 105; 7, 8, 9 --

7 _V1

Q* = 4.5 103 (scales for curves 1 - 6 are on the

V1  4a 4000 B

left; scal2. Res for curtion verus 7 - 9 are on the rflight alti-

tude:

We take the time of a single imaging cycle equal to I and ex-

apress the minimum required passband AFQ* ) 8., appearing in (9 - 0), for

the circular and square rasters in terms of angular scan sector size

y (diameter of circle 'or side of square) and angular resolution 6.

(AX)As a result, we obtain 7, 8, 9 - Q (AX) = 1.8 10

11 -1F -- (14)

Aocr 8 s ' sq 2,04

Substituting (14) into (10)b - 1, 2,we obtain the following expressions3 Q* (AX) = 1.73

105; 4, 5, 6 - Q (Ax) = 4.2 l 05 ; 7, 8, 9 -

for the resolution 6 at the nadir curves 1 - 6 on the surface:

left; scales for curves 7 - 9 are on the right)

We take the time of a single imaging cycle equal to T and ex-

press the minimum required passband AF, appearing in (9 - 10), for

the circular and square rasters in terms of angular scan sector size

y (diameter of circle or side of square) and angular resolution e.
As a result, we obtain

AF.= L AF (1)4)c=r M2 sq 20'

Substituting (1)4) into (10), we obtain the following expressions

for the resolution 6 at the nadir on the surface:

6 -H F'(15)
C LAT.,, V-Q*(T, X, -A-2) DOTI I )

sq AT 2 i - (16)
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Considering that, with respect to maximum achievable resolution,

the circular and square raster froms, other conditions being the

same, differ by approximately 5%, all the further calculations will /34

be made only for the circular raster form.

Analogously to the above analysis, in the case of a given (or

technologically minimum achievable) IR detector size, we can obtain

6 = F 1y)-Arec y6cir HLAT.,.iQ*(T.X,_-W D . (17)

Curves of maximum achievable linear resolution as a function of

the objective entrance aperture diameter, calculated using (15, 17),

for IR equipment installed aboard geocentric satellites and on the

moon, are shown in Figure 3a and 3b, respectively. The calculation

was made for the spectral band from 10.5 to 12 v for ATmin (-500 C) = /35

l1 C for the same three IR detectors used in the preceding section.

.\ _ ___\

a b

Sc
I X 40 ~''r 40 .C

a *b

Figure 3. Resolution versus entrance aperture diameter for
equipment installed aboard geocentric satellites and on the

Moon

The time of a single imaging cycle was taken equal to three hours;

the scan sector y was equal to the maximum required value, i.e.,

17.50 and 20 for equipment located, respectively, aboard geosynchron-

ous satellites and on the Moon.
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These same figures also show the maximum achievable resolution

as limited by the optical system diffraction limit (X = 12 p). We

see from these curves that the limiting achievable angular resolu-

tion for the equipment of geosynchronous satellites is a quantity on

the order of fractions of an angular minute. This orientation ac-

curacy is not yet achievable in practice at the present time. There-

fore, the variant with orientation of the geosynchronous satellite

by rotation is of practical interest. In this case, the line scan

can be obtained by satellite rotation and frame scan by scanning the

radiometer in the plane perpendicular to the line scanning plane.

The corresponding computational formulas can be obtained easily from

(9 - 10) and (14), where in the expression for Fsq we must substi-

2
tute Y2 = YxYy , setting Yx = 2 W.

Figure 3c shows 6 as a function of objective entrance aperture

diameter for satellite stabilization by rotation. The computation

conditions are the same as in the preceding case.

As an illustration of resolu-

tion dependence on the information I

readout cycle time T, curves are 8

shown in Figure 4, calculated for

the case of satellite stabilization iX ve M r min

by rotation for D = 30 cm. The

curves in Figure 3c and 4 are for: Figure 4. Resolution as
curves in Figure 3 and 4 are for: function of information read-

1 - Hg Te : Cd Te; 2 - Ge: Hg out cycle time for equipment
installed aboard geosyn-

(AX = 10.5 - 12 i); 3 - Hg Te - chronous satellites
Cd T.e; 4 - Ge : Hg (8 - 12 v),

and the curves in Figure 3a, b are

analogous.

We can conclude from these data that when thermovision equipment

is installed aboard geosynchronous satellites, a resolution on the

order of 5 - 10 km is quite feasible. For the case of thermovision

equipment installation in a lunar observatory, the maximum resolution
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N75 11423
when using cryogenic IR detectors can be brought to a value close to

the diffraction limits.
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DETERMINING ICONOMETRIC PARAMETERS OF IMAGING DEVICES

USING A WIDE-ANGLE COLLIMATOR

Ya. L. Ziman

Most imaging devices are interpreted as central projection sys-

tems, and for this reason their iconometric parameters are deter-

mined. The iconometric parameters include the elements specifying

the spatial rectangular coordinate system of the imaging device and

the elements characterizing the deviations of the image construction

scheme from the central projection law.
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In the flat-frame imaging devices, the origin of the coordinate

system is aligned with the center of projection, while the coordinate

system itself is realized by the coordinates xM, YM' ZM = const = -f

of definite picture points. The images of special coordinate marks,

or the corners of the frame, if there are no special marks, are used

as such points. The deviation of the image construction scheme from

the central projection law is usually expressed by the so-called

distortion corrections Ax, Ay in the coordinates of the current

picture points.

The problem of determining the iconometric parameters of the

imaging device can be solved if the camera being calibrated is used

to obtain the image of a group of reference points, the directions

to which are known. In order to specify the imaging device coordi-

nate system, it is sufficient in principle to obtain on the picture

the images of three reference points which do not lie on a single /37

straight line. Many more such points are required in order to deter-

mine the distortion corrections, and they must be distributed uni-

formly over the entire field of view of the camera being calibrated.

The system of reference directions can be obtained with the aid

of a multiple collimator setup [1]. The number of collimators (re-

ference directions) in these setups is limited, and it is difficult

to obtain in practice on these setups pictures with the required

number of reference points for determining the photogrammetric dis-

tortion. The problem of obtaining such pictures is resolved success-

fully by photographing the stars [2]. However, star images can be

obtained only by cameras with large objective. entrance pupils and

light detectors of adequate sensitivity. A significant drawback of

both of these techniques is the fact that they cannot be used for

calibrating imaging systems when the latter are installed in a space-

craft. This requirement arises in many cases, specifically when it

is necessary to determine the sought parameters with account for the

distortions introduced by the porthole through which imaging is

accomplished.
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These drawbacks are eliminated when calibrating the imagihg

devices with the aid of a portable, wide-angle, large-aperture col-

1-imator. Figure 1 shows a schematic section of such a collimator

in the plane passing through its optical axis. The marks 2, illu-

minated through the condenser 3 by the illuminator 4, are located

in.the focal surface PP of the wide-

angle, large-aperture anastigmat.

The marks are crosses or dots

engraved on plane-parallel glass

plates. The number of marks and

their distribution over the field

are selected so that their images Collimator Camera being
P calibrated

are exposed in definite segments of

the picture obtained by the camera Figure 1. Optical schematic

being calibrated. During alignment of collimator and camera
I being calibrated

of the collimator, the marks must

be displaced in the direction paral-

lel to the optical axis and located so that the rays leaving each

mark form parallel bundles after passing through the objective lens. /38
The marks can also be located in a single plane if the latter is

close to the focal surface and the rays from each of them remain

-parallel at the collimator exit to within

/ (1)

where mxy is the mean square error of.determination of the coordi-

nates of the mark images on the pictures; f is the objective focal

length of the camera being calibrated.

The directions of the rays leaving the collimator (their direc-

tion cosines ZM' mM, nM in the collimator coordinate system) must be

known with this same accuracy for each mark.

The, collimator is aligned (see Figure 1) opposite the imaging

camera being calibrated, so that their optical axes are approximately
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parallel and the principal points of the objectives are positioned

as close as possible to one another. (In order to satisfy the latter

condition, it is desirable that the collimator have an objective with

front principal point located as far forward as possible.) With the

camera being calibrated located in this position, pictures are taken

with an image of the collimator marks, from which we then measure

the coordinates xi., Yi of these images.

Figure 2 shows two such pictures. The first picture was made

by a photographic camera. The large central cross and the small

crosses are the images of the coordinate marks of the photographic

camera being calibrated; the medium size crosses are the images of

the collimator marks. Figure 2b shows an enlarged phototelevision

picture. Here, the collimator marks are the nodes of the square

grid whose image covers the entire picture; the coordinate marks of /40

the phototelevision camera are the crosses located along the margin

of the frame.

The calculation of the iconometric parameters from the measure-

ments of the pictures obtained is made fundamentally just as in the

case of star pictures. For each mark imaged on the picture, we

formulate equations of the form

(IMN (xdr\ x =x - xo + Axi,

m) =A yx/rj Ui=Uy-yo+Ayt, (2)

n. - f/ri r, = (x; + Y" + f)'.

Here, A is an orthogonal matrix defining the mutual orientation of

the coordinate systems of the collimator and the camera being cali-

brated (the elements of the matrix A are expressed in terms of three

independent Euler angles 1 ' *2' '3; x 0 ' y 0 are the sought coordi-

nates of the picture principal point; dxi, Ay i are the distortion

corrections to the measured coordinates of the collimator mark

images).
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Figure 2. Pictures with image of collimator marks and

the camera being calibrated



The system (2) contains two independent equations for each

reference point. When the number of points is more than three

(i > 3), all the Equations (2) can be solved jointly by the least

squares technique under the condition

[Axl + [Ay2l=min. (3)

The probable values of f, x0 , y0 and the angles 1 , *2, V3 will

will be obtained as a result of this solution. From the solution of

(2), under the condition (3), we find both the residual errors and

the distortion corrections Ax., Ayi for the picture points where the

collimator marks are imaged. The distortion corrections for all the

remaining picture points are found by interpolation of these values.

If the collimator image does not cover the entire viewing field

of the test camera, several additional picutres must be obtained

with convergent positioning of the optical axes of the imaging

camera and collimator so that the images of the collimator marks are

shifted over the-picture and cover the corresponding edge of the

picture. As a minimum, two marks must be imaged in that picture re-

gion where the images of the collimator marks were obtained using

the first (basic) setup.

The solution of the problem becomes more complicated in this

case. All the pictures obtained are measured. For each picture,

we formulate the system of equations (2) with its matrix A, but with

common values of the unknowns f, x0 , Y0. Thus, we seek 3n + 3 un-

knowns (n is the number of pictures obtained with different orienta-

tion of the collimator relative to the test camera). All the equa-

tions are solved jointly, which naturally leads to a more complicated

computational scheme.
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Experimental studies were made using this technique to calibrate /4

photographic and phototelevision systems. The collimators used were

equipped with objectives of the Telemar-17 (f = 400 mm), OF-233 (f =

210 mm), and Uran-27 (f = 100 mm) types; in these collimators, the

marks were located in a single plane. Evaluation of the results of

these experiments permits recommending the indicated collimators for

calibrating television and phototelevision imaging systems, and also

short-focus small-format photographic cameras.
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GEOMETRIC DISTORTIONS OF AUTOCOLLIMATION TYPE SCANNERS

M. K. Narayeva

One criterion of image quality is its geometric similarity to

the control test. The ability of television, phototelevision, photo-

telegraphic, and other systems to transmit geometrically 
similar

images is characterized by the geometric distortion 
coefficient.

The geometric distortions may be linear or nonlinear. 
The reason

for the appearance of linear distortions is the inaccuracy of scan-

ning mechanism element assembly. Therefore, the distortions caused

by this factor can be minimized during adjustment operations 
or may

be easily compensated during image reception. Nonlinear distortions

arise because of nonuniformity of the horizontal scanning rate, and

are defined by the nonlinearity coefficient

= (Vm - Vmn)/vm&x, (1)

where Vmax, vmin are the maximum and minimum scanning rates.

The figure shows a schematic [1] of one of the autocollimation

type scanners which have found practical application in 
phototelevi-

sion devices [2] designed for automatic sensing and subsequent trans- /42

mission of planetary surface images. The image of the point radia-

tion source 1, located in the focal plane

of the objective 2, is projected by the

latter together with the mirror 3 into f

the same plane, but because of tilt of 4

the,,irror 3 at the angle to the opti-

cal axis the image is projected to a

different point, point A{, where the

photographic film with the image fixed

autocollimation mirror 3, driven by a Schematic of autocolli-

cam mechanism, is used as the scanning mation type scanner

element.
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Possible sources of the nonlinear distortions which arise in
these devices are the scanning mechanism, objective distortion, and

the nodding mirror.

Scanning mechanism. In the case of uniform angular displacement

of the mirror, distortions arise caused by the tangential law of

scanning element displacement. In general form, the nonlinear dis-

tortion coefficient qtg in this case can be expressed as

itg= 1-cos'27, (2)

where y is the ray deflection angle.

Distortion is a field aberration which arises because of non-

constancy of the linear magnification in the image plane. In the

subject devices, its presence may lead to nonconstancy of the hori-

zontal scanning rate and, consequently, to geometric distortions.

If we denote by yO the distance traveled by the ray in the

Gaussian region during the time t with rotation of the mirror, then

the corresponding distance outside this zone in the presence of dis-

tortion can be represented in the form

y ==y (1 ±A), (3)

where A is the relative distortion.

Then the scan rate at any point of a line is

= vo(I ± A), (4)

where v0 is the scan rate at the center of the line.

Substituting (4) into (1), we can write the following expres- /43
sions for the nonlinear distortion coefficients of scanners using

objectives with negative and positive distortions

ineg = ±A, (5)

npos = A/(1+A). (6)
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Thus, the nonlinear distortions may constitute a significant

magnitude, particularly when working with objectives whose distor-

tions are negative.

Nodding mirror. In view of the fact that the reflected ray

trajectory depends on both the mirror operating conditions and mutual

positioning of the reflecting surface and its axis of rotation [3, 4],

the use of the nodding mirror in the scanner requires special analy-

sis. In the subject devices, the scanning element trajectory corre-

sponds to a quadratic parabola

X = (ea/f') PY' (7)

or for the devices used in the Zond 3 type phototelevision system [3],

X = (P/4,5/') Y2 ,  ( 8)

where 5 is the inclination of the mirror reflecting surface to its

axis of rotation; f' is the objective focal length, XOY is the coor-

dinate system in the object focal plane with center at the principal

focus and X axis parallel to the mirror axis of rotation.

Trajectory deviation always leads to nonlinear geometric dis-

tortions, whose magnitude is determined by

I = (3TMiax)(I + 31'..x- 02,(9)

where ymax is the maximum required ray deflection angle.

It is interesting to note that in the absence of mirror inclina-

tion to the axis of rotation, i.e., when S = 0, the trajectory de-

generates into a straight line, and the corresponding nonlinear dis-

tortion coefficient is determined by (2).

Knowing the nonlinear distortions arising during operation of

the scanner and the distortions qtg which can occur in the absence

of mirror inclination, we can determine the fraction n of the dis-

tortions introduced by inclination of the rotating mirror in the

form of the difference n = n - qtg.
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After substituting (2) and-(9) into this formula and making

several transformations, the expression takes the form

Tip t24 (32- 312) + 11

1+(312-02)
}

. In practice, 3.2>p2 and, therefore, qp<0. -Since qt,>0, we con- /44
clude that proper choice of the mirror tilt angle may lead to com-
pensation of the -nonlinear distortions caused by the tangential law
of scanning element motion. .
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GEOMETRIC DISTORTIONS OF OPTICOMECHANICAL

PANORAMIC TELEVISION SYSTEMS

V. M. Govorov

One of the problems solvable by the space-borne television sys-

tem, topographical surveying, makes high demands on image quality,
particularly on the geometric distortions introduced by the television
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camera. It is the geometric distortions which determine measurement

accuracy and, consequently, the possibility of creating reliable

planetary surface maps.

Comparative analysis of the different television systems capable

of solving the posed problem shows that the requirements on quality

of the transmitted images (stability of their geometric parameters)

are best satisfied by television cameras with opticomechanical

scanning.

Let us explain the process of image construction by the optico-

mechanical panoramic television camera. Viewing of surrounding space

is accomplished by element-by-element scanning as a result of dis-

placement of the optical image by the mirror

4 relative to the field stop 6, located in

the focal plane of the objective 5 (Figure 1).

The stop cuts off part of the light flux /45

corresponding to the scan element, which

falls on the light detector 1 where it is '

converted into an electrical signal. The

diameter of the field stop determines the

angular resolution of the system. The mirror

4 is rotated by the drive 3 containing the p

electric motor 2 and a complex kinematic

chain consisting of worm drives to provide the

specified scanning law.

In the design of panoramic television

systems, the question arises of selecting the

scanning ray sweep law. Most convenient,

from the viewpoint of minimum geometric dis-

tortions, are scanners with line-by-line

spiral and sphero-panoramic scanning, which
Figure 1. Opti-

are particular cases of linear three-dimen- comechanical

sional scanning. On an oriented satellite, image construc-
tion scheme

its motion may be used to obtain frame sweep

of a single-line scanner.
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In contrast with the conventional television and phototelegraphic

systems, where image readout is accomplished from a flat (two-dimen-

sional) original, tube photocathode or photograph, in the subject

system direct scanning of the surrounding (three-dimensional) space

isaqcomplished without intermediate recording. Therefore, the posi-

tion of the scanning ray vector in the three coordinates is conveni-

ently, described by angular values.

The direction of the scanning ray vector depends on the scanning

mirror position. If l0, m 0, no are the direction cosines of the scan-

ning ray ahead of the mirror in the Sxyz coordinate system, then the

direction cosines 1, m, n of the scanning ray after the mirror are /46

found from the expressions (Figure 2):

S= 10- 21, (l + m.mrno + 4g,),

m = m - 2rn,, (1.l0 + m.mo + nnO),

n = no - 2n (1.10 + m.m 0 + nun),

where I., mn, n, are the direction cosines of the normal to the mirror

plane.

We express the direction cosines 1, m, n,

and In, mnn, n through the direction angles
n nn

a and .8

1=cosacos, m=-osacosp, n = sinca;

1 = cos an cos , m. = - cos a cosP,,, n. = sin an,/
Figure 2. Deter-
mination of scan-

The variation of the angles a and 8 or ning ray direc-
tions

an and n is described by the differential

equations reflecting the scanning law

da/dt = a, dp/dt = e; da,,/dt = o.., d ,/dt= A.

Synthesis of opticomechanical scanners involves constructing a

mechanism which can reproduce the specified scanning law. If this

mechanism were to reproduce the specified relationship with absolute
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accuracy, the direction angles could be found from the expressions

I I

a= wadt, p=w.gu.
* 0

Because of unavoidable errors in fabricating and assembling the

individual elements, i.e., because of the so-called primary errors,

the real mechanism reproduces the specified law only approximately.

The accuracy of this approximation characterizes the qualtity of the

mechanism.

Denoting the real rates of change of the angles a and 8 by m

and w, we find the real direction angles a and 8

* t

* 6

The differences Am=a-- Ap=p-i--between the ideal and real values

of the scanning ray direction angles are termed the television system

photogrammetric distortion components.

If image recording at the receiver is accomplished without error,

the distribution of the distortion components in the system viewing /47

zone characterizes completely the geometric distortions.

Opticomechanical scanners consist of mechanical components and,

therefore, have fundamentally high stability of their parameters.

The scanning efficiency depends only on the opticomechanical element

fabrication quality. The scanning element fabrication errors can

always be taken into consideration when calibrating the television

cameras, and, if we have the corresponding calibration data, we can

minimize the errors in processing the images obtained.

We shall analyze a kinematic scanning scheme and find the ex-

pression for the systematic distortion components for the example

of the opticomechanical television panoramic camera installed on the

Luna 9 and Luna 13 automatic lunar stations.
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Spatial scanning in this camera is accomplished with the aid of
a flat mirror which performs two motions: oscillatory motion about

the horizontal scanning axis, and rotational motion around the verti-

cal panning axis. The oscillatory motion of the mirror around the

scanning axis is accomplished with the aid of a cam whose profile

ensures.uniform rotation of the mirror during the horizontal scan

period and fast return of the mirror to the initial position. The

selected scanning law can be written as

a = *aO= 2copt,

where w. and w are the panning and scanning rates, i.e., the rates

of mirror rotation around the panning and scanning axes.

The real scanning law differs from the selected law, and may be

described by the relations

=+ Aa = ;t + A, P =3 + AP = 2,it + AP.

The distortion components As and AB in the panning cam gearing

and scanning angles are caused by fabrication errors, and also by

misalignment of the panning and scanning axes. Therefore, it is

advisable to represent them as the sum of the particular components

MAa' + A = Ap' +AP+A ,

where Aa' and AS' are the distortions caused by misalignment of the

panning and scanning axes; Ac" and AS" are the distortions caused

by the gearing fabrication error; AS"' is the scanning angle dis-

tiotion caused by cam fabrication error.

Let us obtain the analytic expressions for these distortion /48

components, which are necessary for their -determination during cali-

bration. We shall clarify the choice of the Sxyz coordinate systemxy z

with origin at the rear principal point of the objective. We direct

the S axis along the straight line connecting the rear objective

principal point and the geometric center of the diaphragm. We take

the positive direction of the Sz axis from the objective toward the
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scanning mirror. We take the abscissa axis Sx in the plane contain-

ing the Sz axis and the electrical contact on the instrument case,

providing a signal corresponding to the initial image mark. We

select the S axis so that the S coordinate system will be right-
y xyz

hand (Figure 3, 4).

z

Figure 3. Determination Figure 4. Determination of
of scanning ray direction scanning ray direction

The direction cosines of the scanning ray ahead of the mirror

in the selected coordinate system are 10=O,, mO=O, nO=1 . The direction

cosines 1, m, n of the scanning ray after the mirror are I--21,n ,

m= -2mnn, n= 1 -2n 2n .

Let O and y be the direction cosines of the panning axis in the

S xyz coordinate system, and T and v be the direction cosines of thexy z

scanning axis when a = 0 and a = 0.

The selection of these angles is characterized by the relations

m = -- 0, m = 1,
nm e I; nM I v,

where l, m,, ne and lo, mp, no are the direction cosines of the panning and

scanning axes.

The distortion components Aa' and AB' are expressed through the

angles 0, y and -, v as follows:
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a' =-sin itg 90-' +-(l-cosi)tg 90-X
2 2

-v 1F) -cos cos -sin) /49
2 2 2

-- rY sin ( cos F -sin
2 ( 2 2

A,' = -20 (1 - cos a) - 2T sin .

In order to determine the distortion components Ac" and A", we

express the panning and scanning rates through the scanning motor

rate and transfer ratios of the individual kinematic pairs

where i,= d1t, i2=W0, i3= 4/W are the ratios of the angular rates of

the kinematic pair elements. Then,

A(t), = iAog + Cjg AaO1 + cog 2L &) + CtgA j3
Gw O8w, awi,

Awp = iAwog + -g 03 A%.

Hence,

a' = iAwgt + A sin ,t + Bj cos ot + A2 sin -C t +

+8 cos o,t + A3 sin (,at + B3 COs - -ot.

AP' = i3A egt + C sin (opt + Dcos -(oAt.

Here, Al, B1 , A 2 , B 2 , A3 , B3, C, D are constant coefficients for a

particular camera, characterizing the eccentricities of the gearing

elements.

The errors caused by the cam result from noncoincidence of the

cam rotation axis with the origin of the Archimedes spiral used to

define the cam and the cam profile fabrication error.

The first factor leads to periodic variation of the scanning

rate and, therefore, of the scanning angle. The variation of the
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scanning angle because of cam profile fabrication errors can be

approximated in general form by a power-law polynomial.

Then the error A$"' is expressed as

Ap" - a sin (apt + b cos(opt + do + d1p + d2P 2 + d,03 + dI4 +

The coefficients a, b, do, dl, d 2 , ... are constants, and are deter- /50

mined when calibrating the television camera.

Thus, to determine the panning and scanning angles, we need to

know the angular rates a and w, the angles 0,v,T.v, and the coeffi-

cients A,, B1, A2, Bk, A3 , Ba, C, D, a, b, do, d, d2 , d, d 4.

Analysis of the kinematic scanning scheme made it possible to

obtain an analytic relation for each element and evaluate the magni-

tude of the linear and nonlinear geometric distortions introduced

by them.

Calibration involves comparing the angles to the reference marks

measured by theodolite and calculated from the measured coordinates

of the marks on the panoramic pictures. Analysis of the calibration

results was carried out using a digital computer at the Institute of

Space Studies of the Academy of Sciences of the USSR. The analysis

results showed that the value of the angles Oy.r,v does not exceed

20'; the accuracy of their determination is characterized by a mean

square deviation of +2'; change of the panning rate causes a maximum

panning angle change of Au" = 12'; the accuracy of determination of

the correction Aa" is characterized by a mean square deviation of

+4'; the variation of the angle Aa" is described to within +4' by

the sum of two sinusoids with period 27 and 2w/9, with the amplitude

of the latter reaching 6' in individual cameras; the maximum scan-

ning angle does not exceed 12'; the accuracy of determination of the

correction AB"' in the scanning angle is characterized by the mean

square deviation +4'; the scanning angle variation is characterized

to within +4' by the sum of a sinusoid and a quadratic parabola.
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These results indicate that these panoramic television cameras

can be considered of instrumental accuracy and permit determining the

direction to objects with an error practically equal to the reso-

lution.
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FILM PROCESSING IN SCIENTIFIC SPACECRAFT

TELEVISION SYSTEMS

G. M. Aleshin

Photography and photochemical processing of the film in space- /51

craft phototelevision systems involve several aspects which require

an approach to selection of the handling process which differs from

that used under ground conditions, different processing technology

and different construction of the instrument for carrying out the

processing.

The peculiarities of space photography include: action of pene-

trating radiation on the photographic film; weightlessness; unusual
"climatic" conditions; requirement for minimum weight, size, and

power consumption in obtaining the image; stability of the instrument

when operating subject to vibrations and accelerations; complete

automation of the handling processes; and high system operating

reliability.
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The spacecraft is continuously exposed to the action of pene-

trating radiation while crossing the radiation belts of the Earth

and during the time of subsequent flight in interplanetary space.

Passage of ionizing particles through the film emulsion layer, just

like light, creates a latent image, and, depending on the radiation

dose, leads to complete or partial exposure of the film [1].

The danger of radiation damage to photographic materials is a

serious problem which makes questionable the possibility of using

the photographic methods under conditions of long-duration space

flights. The use of heavy metal shields as protection against radia-

tion has led to considerable increase of vehicle weight, and there

are no reliable methods which can be realized in practice for con-

trolling the light sensitivity. As a result of several studies con-

ducted in the Soviet Union., the problem of protecting photographic

materials against the action of penetrating radiation has been suc-

cessfully solved [2].

In contrast with condition on the ground, with complete or par-

tial absence of the gravity force or equivalent inertial forces, a

liquid will not take the form of a.vessel into which it is poured.

The liquid may take the shape of a formless mass floating inside the

vessel or may distribute itself over the vessel walls, forming an

internal cavity. If the vibrations preceded the transition to

weightlessness, then in a partially filled vessel the liquid may be

either in a fog state or in the form of a suspended mass of the foam

type. Under weightlessness conditions, there are no forces aiding

gas bubble discharge from the liquid, nor is there any tendency for

the bubbles to coalesce. These effects make it difficult to ensure

reliable contact between the processing solutions and the film emul- /52

sion layer and reliable solution flow in the hydraulic portion of

the development system. Under weightless conditions, there is no

convective transport of the chemical reaction products resulting from

difference of the weight of the products formed. In contrast with

ground conditions, under weightlessness heat propagation in liquids

and gases takes place as a result of thermal conductivity, which is

much less effective than convective heat transfer. This circumstance
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influences the system for solution thermostabilization and drying

the photographic film after development. Careful removal of dust

and lint in the film feed system is necessary to ensure cleanliness

of the processed film, since after the vibrations preceding the

transition to weightlessness, the dust and lint will be in the sus-

pended state and may possible deposit on the photographic film.

The unusual nature of the climatic conditions lies in the fact that

the atmosphere inside the vehicle consists of a mixture of inert

gases. The processor must be capable of operating over a wide range

of surrounding medium temperatures and pressures, and also with dif-

o ferent humidities of this medium.

The requirement for reducing the weight, size, and power con-

sumption leads to the necessity for using in the apparatus processes

with a minimum number of processing operations and minimum solution

consumption per unit area of the material being processed. A fast

process is also desirable.

High reliability is the primary requirement determining process

selection and the construction of the device for carrying out the

process. This choice depends on the following factors: ensuring

reliable contact of the processing solutions with the film emulsion

layer in the given hydromechanical regime; storability of the pro-

cessing solutions and photographic film during flight; achievement

of the required temperature and time processing conditions; opera-

tional stability of the system for circulating the solutions and the

drying gas; operating regime of the development device (cyclic or

continuous), activation frequency, existence of interruptions in

operation, and so on; simplicity in performing the technological

operations when preparing the system for on-board operation and

during ground tests.

In addition to the characteristics determined by space condi-

tions, space photography processes and equipment must meet the re-

quirements of the television system used to transmit the processed

images to the Earth; the characteristics of the developed image must

be compatible with the video signal generating channel; depending
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on the mission being performed by the phototelevision system, there

must be the possibility of altering the sensitometric characteristics

of the film being processed; processing and drying of the photo- /53

graphic film should not have any influence on the microclimate in the

very small closed volume of the phototelevision system.

The solution of the problems facing space photography requires

the integrated solution of a large range of photochemical, physical,

and system design problems.

Depending on the mission being performed by the phototelevision

system, the handling process, composition and construction of the

developing system may be quite varied. In the present paper, we

shall examine the developing systems for spacecraft whose character-

istic feature is that during flight they overfly the object under

study only once, and the entire film supply is exposed and developed

at one time. Therefore, the developing system needs to provide for

only a single developing cycle.

Various processes were investigated in the course of the study

from the viewpoint of the possibility of their use in the onboard

equipment, Bimat process, single-stage process, double-frame develop-

ment, and so on. It was found that none of the well-known processes

satisfy completely the posed requirements.

The Bimat process, based on the use of developing-fixing webs,

is simple and convenient but requires complex equipment for carrying

out the process. It was used in the American Lunar Orbiter space

photographic laboratory, and made it possible to obtain high-quality

images of the lunar surface [3]. However, it has several drawbacks

in spite of its favorable properties. First, the processing pastes

have limited storability, particularly at high temperatures. Second,

in the case of a long film being handled, the weight of the paste-web

carrier becomes so great that it is better to have aboard a system

for applying the solution to the film without using the web. The

process is applicable for handling only special types of films and

obtaining very definite film parameters during processing. This
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does not satisfy the requirement of phototelevision system uni-

versality.

The use of the single-stage developing process was preferable

for many reasons. However, study of the kinetics of the simultaneous

developing and fixing process showed that its realization under

weightless conditions requires complex processing equipment to avoid

contamination of the developed images by the products of interaction

of the solution with the film emulsion layer, particularly the silver.

Moreover, it was found that the process requires rigid control of the

conditions of emulsion layer wetting by the solution, and this con-

trol is difficult to achieve.

Exploratory studies, made to select the onboard developing sys-

tem process and functional schematic, showed that the specified re-

quirements are best met by developing the film in liquid or viscous /54

concentrated solutions with the use of developing devices of the

chamber type.

Film processing in these systems is accomplished by transporting

the film through a series of chambers with the processing solutions.

The primary advantage of systems of this type is that the developing

device is combined with the vessel for the solutions, and reliable

contact of the solutions with the film emulsion layer is provided

with the aid of simple and inexpensive construction.

The developing unit of this type was constructed in the form of

an assembly of identical modular chambers connected in series. Each

chamber (see figure) has a cylindrical housing 1 made from chemi-

cally resistant titanium alloy, knife-edge rubber jaws 2 which seal

the chamber with the solution 3 and limit movement of the solution

from chamber to chamber during movement of the film 4, and the seals

5 which are controlled from a separate drive and seal the chamber

prior to and after processing. The bellows 6 compensates for tem-

perature changes of the solution volume and the solution carried

away by the processed film, and also prevent excess pressure from
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developing in the chamber with changes of

the surrounding medium pressure. The

chamber is enclosed in the thermal insu-

lating jacket 7, and is equipped with

the thermostatic system heating element 8.

Film travel through the solution

volume and its axial position in the

chamber create favorable conditions for

reliable contact with the solution and

facilitate thermostatic control of the

solution. The chamber has only two Schematic of develop-
ing system chamber:

slots for film passage, and sealing these 1 - chamber housing;1 -- chamber housing;
slots does not offer any problem. Elas- 2 - knife-edge rubber

jaws; 3 - solution;
tic rubber jaws were used for reliable w- photographic

4 - photographic
sealing of the chamber during film-travel film; 5 - chamber /55seals; 6 - compensa-
and compensation bellows were provided in seals; 6 - compensa-

tion bellows; 7 -
the chambers. thermal insulating

jacket; 8 - heating
element

Studies to develop the drying and

moisture absorption system made it pos-

sible to work out a simple drying scheme for chamber development

without forced curculation of the dessicant gas. The system consists

of a drying drum located near the surface of a cartridge containing

a sorbent. The cartridge has radial discharge channels and a shell

made from a material having the property of capillary absorption.

Using this system, the drying thermal regime and the moisture ab-

sorption conditions ensure a glassy-hard emulsion layer.

A special process was developed to ensure obtaining the speci-

fied stable film parameters under weightless conditions after long-

term (several months) storage under onboard conditions, without re-

quiring rigid control of the processing temperature and time condi-

tions. In this case, change of the solution formula for the dif-

ferent cases of phototelevision system application does not involve
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any need for matching the fixing and developing rates. Nor does the

process require forced circulation of the solutions during processing.

The principles worked out for constructing the developing system

and the photochemical film treatment process were applied in con-

structing small-scale automatic developing systems for the photo-

television systems of Mars 1, Zonf 3, Luna 12, and so on, space-

craft [4].

The basic specifications of two developing systems versions are

presented in the following table.

Parameter Mars 1 Zond 3

Dry structural weight, g 4100 540

Solution weight, g 540 84

Sorbent weight, g 460 57

Processed film length, m 5.7 1.0

Film width, mm 70 25.4

Film length processed without change
of characteristics, m 15 7.0

Processing speed range, mm/min 20-60 10-40

Average current in A at 14 V,
less than 1.5 1.0

The Mars 1 developing system was intended for one-time process-

ing of high-sensitivity perforated 70-mm film; the Zond 3 system

was intended for unperforated 25.4-mm film.

Analysis of the telemetry information and studies of the photo- /56

metric parameters of the images obtained from aboard the Zond 3 and

Luna 12 spacecraft confirmed the validity of the principles which

had been worked out for constructing the developing systems. In

both cases, the systems functioned in complete accord with the de-

sign conditions and provided high-quality development of the exposed

films. It should be particularly noted that the technique which we
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worked out for processing the information obtained from onboard made

it possible to determine the sensitometric characteristics of the

films developed onboard and construct the corresponding character-

istic curves. These data formed the basis for proper reproduction

of the images obtained from onboard and their subsequent photo-

metric study [5, 6].
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REDUCTION OF IMAGE BLURRING ON INDIVIDUAL

AERIAL PHOTOGRAPHS

Yu. I. Fivenskiy and Yu. L. Biryukov

Several publications [1 - 5] have appeared during the last three
years in the Soviet and foreign literature devoted specifically to

studying the theoretical and practical possibilities of obtaining

sharp images from indistinct or blurred images, including those de-

graded by motion. This indicates the growing practical interest in
"passive" methods of combatting the factors which cause loss of image
sharpness. This intense interest in the "passive" methods is ex-

plained by both the impossibility of complete account for all the /57
factors acting under real imaging conditions and the fact that in

many cases the photographic systems used are far from perfect.

The majority of the image restoration techniques described in

the literature are based on the use of coherent optics methods.

Another trend in the practical solution of the problem involves the

use of digital techniques. Without negating the obvious advantages
of the techniques which have been proposed, we should point out their

essential deficiencies, which still prevent their broad application.
They require complex special systems, availability of a coherent

light source, and preparation of special spatial frequency filters.

These techniques for practical realization of image restoration

conditions are not the only possible ones, at least not for the
motion case. In 1965, we developed a technique [6, 7] for reducing

image blurring photographically in application to the image motion
case, which required the use of two pictures obtained simultaneously

which include mutually complementary information about the object.

The possibility of exact solution of the problem was proved. In the

present article, we discuss a new technique for photographic reduc-

tion of blurring which was developed in 1967 and utilizes only a

67



single photograph. No special equipment which is not available at

practically any photographic laboratory is required to carry out

this technique.

When a single blurred photograph is available, the absence of

any additional information prevents carrying out exact correction in

the image frequency spectrum, specifically, frequencies correspond-

ing to isolated zeros of the image motion transfer function which

are lost in image motion cannot be restored. In this case, there

remains the single possibility of operating with the amplitude and

phase of the components present in the original image spectrum.

Let us examine an ideal photographing system whose operating

quality is determined only by image motion. Assume the system is

linear, and the photographic material has no grain. In the case of

image motion, there are changes in the sharp-image spectrum F (u, v)

S(a, V) = F , (u. , v) (, )( 1)

where Ha (u, v) is the amplitude phase characteristic of the geo-

metric shift of magnitude "a".

Since the stationary photographing system itself has a limited

passband, we cannot hope for complete elimination of image blurring

nor, for example, can we reduce blurring to a magnitude much less /58

than the system linear resolution. Therefore, in the following,

we shall examine the case of blurring reduction by some finite factor

m. Then, if we multiply both sides of (1) by the function K (u, v),m
such that

Km (u, v) = H:,,, (u, v) H ' (u, v),

where Ha/m (u, v) is the transfer function of motion shift which is

smaller by the factor m, we thereby perform the required correction

of the original image spectrum

G(u, 0) K14(, (u, v) = F (u, v) H,,(u, v). ( 2 )
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In general form, the problem of blurring reduction or sharp-image

extraction (for Ha/m = 1) consists in finding a technique for practi-
a/rn

cal realization of the transformation of the form (2).

It is well known that, in the case of inexact superposition of

negative and positive images (for example, in the case of.inefficient

realization of the "sharp mask" technique), contouring of image de-

tails. is-observed. Mathematical examination of the phenomenon shows

that in this case there are definite changes in the original image

spectrum in .the -amplitude and phase of the components. We shall make

use of this circumstance. We superpose the negative and positive of

the original blurred picture with blurring so that the directions of

blurring of identical image details coincide, and the origins are

shifted relative to one another, in one direction or another, by a

magnitude several times less than.the shift. Considering the nature

of this operation, for the case of a shift of magnitude "a", we write

the result of the image subtraction performed in this case, in

the form

Hap) =H.() G -- e ), (3)

where m is the required shift reduction ratio; y is the ratio of the

negative and positive image contrasts.

We prepare from the negative and positive combined in this

fashion, several copies on photographic material with transparent

substrate. In so doing, we require that the relative image contrast,

controllable by the developing conditions together with selection of

the required photographic materials, decrease from copy to copy, in

accordance with some definite law y,=k,(%), where n is the total num-

ber of copies prepared or the number of elementary operations of

the form (3) carried out; X is the sequential number of the copy.

Then we combine the.images obtained while introducing sequential

spatial delay between them (i.e., relative displacement of the /59

images being combined) by a magnitude equal to the magnitude a of

the original shift. To accomplish this, the copy-photos are super-

posed one on the other, while aligning the direction of blurring of

69



identical details and shifting the blurring origin in the order of

reduction of the image contrast sequentially by the magnitude

in the direction in which the original photograph developed to the

lowest contrast coefficient y was shifted.

The result of performing these operations can be represented by

the expression
a

H (p) = Ha. (p) (1 -e k. (k) e- (-) ,

which is the realization of the image blurring reduction condition,

written in general form.

We shall show this by a specific example. Assume the photo-

graphic system has a shutter with efficiency 100% and uniform image

shift. In order to reduce the shift, we require that the image con-

trast on the copies decrease in the order of an arithmetic progres-

sion with last term equal to the progression difference, i.e.,

k Q(.) = In - (X - 1)/n (X = 1, 2, 3 .... n). (5)

Making the corresponding transformations in (4), we find the ampli-

tude-frequency characteristic of the resulting shift. It can be

written as the product of two relative frequency functions

A (av) = Aim(av) Q (av), (6)

where Aal,(av) is the amplitude-frequency characteristic of the shift,

which is m times less than the original uniform shift

(n m - t

in -n +- av - I sin x

M a = .. av (7)
m

Hence, we see that the proposed technique theoretically makes it

possible to perform arbitrarily exact restoration of a blurred image.

In point of fact, as the number of operations n - -, the magnitude

of the fraction in the braces of (7) approaches zero, and the factor
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Q (av) is independent of frequency. However, the practical realiza-

tion of this condition involves well-known difficulties.

Nevertheless, even a comparatively /60

small number of operations leads to a ( ,

positive result. Figure 1 shows the re- Ao,m(aov)
sulting amplitude-frequency characteris- ,a A \ov) "
tics calculated for the case of reduc-ao \

tion of the original shift by a factor

of four (m = 4) for several choices of

the parameters n and y appearing in (7). I.0

Figure la shows for comparison the fre-

quency characteristic of the original b A) 9 01-)

shift (solid curve), and the frequency

character of the fourfold smaller shift

(dashed). Ib

We see from Figure lb that the re- n/-4

quired phase changes in the basic fre- c A(o) Y7

quency characteristic take place for

even a single operation. Further in-

crease of the number of operations leads

only to redistribution of the amplitudes

within the limits of the frequency band -

being restored as a result of increase 4

of the number of cycles (Figure lc), A)

and reduction of their relative magnitude.

For a number of operations n = 10 (Fig-

ure ld), the frequency characteristic / 2 3 4o0

obtained is already a quite good approxi-

mation to the required characteristic Figure 1. Influence of
number n of operations

curve, performed on the form
of the amplitude-fre-
quency characteristic

We note that the number of peaks in of the shift in the
each frequency band which is a multiple restored image

of the magnitude of the original shift
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is equal to the number n of operations performed. Physically, this

means that this same number of residual, periodically repeating (with

period a) lower contrast images will be present on the restored image

near each individual detail. The contrast of the residual images

can be made less than the "noise" caused by photographic material

graininess by increasing n. If there are a large number of details

in the photograph, their residual images average out, are superposed

on one another, and are lost in the photographic material "noise" at /61

a smaller value of n.

If we set y=1 and k,( .)=const in (4), we actually obtain the fil-

ter transfer characteristic examined in [3]

SK (j) = ij i" nO.5n(,a (8)
sin O.5wa

This filter works well under the assumptions made by the authors on

behavior of the function being restored beyond the limits of the

photograph; these assumptions are not usually satisfied in photo-

graphy. Therefore, in the general case, the characteristics of the

realizable filters can be obtained from (4) by selecting the values

of the parameters appearing in this formula so as to have in practice

quite good restoration results. Specifically, for the case of re-

storation of a photographic image obtained with uniform shift, com-

parison of (6, 7), shown in Figure 1, and (8), shows the significant

advantage of the subject technique. For a given shift reduction co-

efficient m, the selection of the required values of the parameters

n and y can be made in accordance with the quality criterion adopted

for the solution of the specific practical problem.

The problem solution becomes more complicated for a nonlinear

system, which photography is, in the general case. The primary dif-

ficulty is that the techniques for adding and subtracting photo-

graphic image opacities are not yet known. Therefore, we must re-

place these operations by the operations of multiplication and divi-

sion, i.e., addition and subtraction of the optical densities. It

can be shown that in this realization of the proposed technique, the

difference AD of the densities of two neighboring points of the re-

stored image, the distance between which is considerably less than
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the magnitude of the original shift, is obtained as follows:

AD = 1.7372ta m(x) I i , 9
m /'am(X) (

where U is the average contrast of the image obtained with shift
m

m times less than the original shift.

It follows from (9) that the restored photograph transmits the

contrast between details located close together in accordance with

the way in which this contrast is transmitted by a photograph with

shift less by a factor of m, i.e., better than the original blurred

photograph. This same formula shows that relatively high-contrast

details are restored better than low-contrast details, which are

masked to a greater degree by the residual images. To reduce the

factor in the square brackets, we need only to increase the number n

of operations. However, experience shows that the total number of /62

operations required for achieving the same result is somewhat smaller

than in the case of addition and subtraction of the photographic

image opacities. Figure 2 shows one version of blurred photographic

image restoration for a minimum number of operations performed

(n = 1, y = 0.75, m = 4).

Figure 2. Example of blurred image re-
storation:

a - original photograph; b - result of
image restoration

j PRoDUr1BILjLy Op TF
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We have examined above a somewhat idealized photographic system.

It was assumed that the photographic material has no grain, the shut-

ter efficiency is 100%, and the image shift exceeds considerably the

system resolution.

The use of a single origihal photograph, in contrast with the

technique of blurring reduction using two photographs, leads to con-

siderable increase of the restored image graininess. This is asso-

ciated with the larger number of photographs participating in the

operations of addition and subtraction of image optical densities.

It is clear that the number of photographic copies prepared cannot

be increased without limit. Actually, in spite of the fact that we

see from the above formulas that contrast transmission improves with

increase of the number n of operations, at the same time an increas-

ing number of low-contrast details are masked by noise because of

increasing graininess. A similar process takes place with increase

of the shift reduction coefficient m. Therefore, we can recommend

obtaining several restored images for different values of the para-

meters m and n, and examining them together with the original photo-

graph. Some details will be transmitted better on certain photo-

graphs, while others will be transmitted better on other photographs.

The general theory of the technique examined above holds good

with reduction of the blurring on the image obtained by a photographic

system with shutter efficiency less than unity. The only difference /63

lies in the fact that restoration of such an image usually requires

performance of a larger number n of operations.

In conclusion, we note that the technique theory presented makes

it possible in principle to realize this technique using the methods

of television technology as well as those of photography. This can

lead to increased speed in handling blurred photographs. For example,

if we take the route of developing an analog computer based on the

"scanning beam" television system or some similar system, the problem

of blurring reduction can be solved in a few seconds using rela-

tively small equipment,
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APPLICABILITY OF THE DIFFUSION APPROXIMATION

Yu. L. Biryukov, L. G. Titarchuk, and

Yu. M. Chesnokov

Several methods using an approximate form of .the scattering

indicatrix have been proposed for simplifying the calculation of

radiation transport in planetary atmospheres. Specifically, the use

in place of the exactindicatrix X (y) of the approximate value

X(y)= 1 + x1 cs x , (1)
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where x1 is the first coefficient of the expansion of the indicatrix

X (y) in Legendre polynomials, leads to the diffusion approximation

of [1].

In several cases, calculations using the indicatrix X (y) yield /64

considerable discrepancy with the results of exact calculating using

the indicatrix X (y).

Heyney and Greenstein [2] suggested using an indicatrix of

the form

I - (xt!3)'
[LI + (x/3)' - 2 * x1/3 - cos]

however, it yields unsatisfactory agreement with the exact calcula-

tions made by Hansen [3].

The indicatrixproposed by Kagiwada and Kalaba [4] gives still

poorer agreement with the exact calculations.

In the present paper, we discuss the possibility of using the

indicatrix (1), and suggest still another approximate indicatrix form

whose use in practice has shown good agreement with the experimental

data.

The scattering indicatrix is the probability distribution den-

sity of the angle of light quantum deviation from a straight line

after a scattering event.

Knowing the scattering indicatrix, we can find X2 (y), the prob-

ability distribution density of the angle of light quantum deviation

from the initial straight line after the second encounter, as the

distribution density of the sum of two independent random quantities.

We can find similarly the probability distribution density of the

angle of light quantum deviation from the initial straight line after

the nt h scattering event. For the sake of brevity, we shall call

this probability distribution density the nth scattering indicatrix.
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.'We note that the angular distribution of the radiation leaving
a layer is determined to a considerable degree by the indicatrixes
of the last scatterings, taking place immediately prior to the
quantum leaving the layer.

The order number of such scattering may be different for differ-
ent quanta. Its average value increases monotonically with increase
of the layer optical thickness T.

Let us find the expansion of the nt h scattering indicatrix into
a series in Legendre polynomials., The radiation direction at a
given point will be characterized-by the angles 6, (G is the angle
between the radiation direction and the solar ray incidence direc-
tion; 0 is the azimuth in the corresponding horizontal plane).

On the basis of the theorem on spherical functions

0, if i j,F11= P,(')P,(Y-) = P(7) (2)

where cosv'=.cose', cosy"= cosecosE'+sinE' sine cos(q-p') and the integration /65
is performed over all solid angles.

Using (2), it is not difficult to write the form of the nth

scattering indi.catrix

X.( 2= X h- 2A+1 Pt(y) (n> ),

where xk are to coefficients in the Legendre polynomials.for the

initial indicatrix X (y).

We see from this expression that if we use in the calculations
in place of the exact form of the indicatrix, its approximation in
the form

() = 1 + x cos T,

then the error in determining the probability distribution density
of the light quantum deviation from the initial line is
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AX. (r) = X. (7)() 21Xt ( Xk )- Ph Cr).

h=2 2k+1

AX (y) reaches its maximum value for y = 0, since for this value of

y, all the Legendre polynomials Pk (y) have the same sign and take

the maximum value, equal to 1.

By virtue of continuity of the function AXn (y) (it is larger

than zero), in some neighborhood of the point y = 0. For other

values of y, AX (y) is close to zero because of the difference in

the signs of Pk (y), and is basically negative since its volume

is negative.

For sufficiently large n,

A'X: (T) I < X C)I

As a rule, for the spherical particle indicatrix,

t
h-1 X X

9-1 2k+1(4)

As a result of this, the stronger statement that

I AX, (T)l I
x1 (x/3)

n-s

is valid for sufficiently large n.

In fact, as a consequence of (4) /66

(x,/5)1"-  j x'Pt (0)

IAX, ( _)l . X(0) -1 - xx (x,/5)n-

x,(v/)1(x&3)n-,X. Xt (,s/3)n- I

and since -> -x2 according to (4), then
3 5

l X (0) - 1 - , (x /5 n jim AX, ()1 . (5)lim x-'/= lim = 0. ( 5 )

x, x1t/3 -= x (x1/3)n-
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For more exact account for the form of the scattering indicatrix,
we consider the fact that X (y) has a quite sharp peak in the vici-
nity of y = 0. Consequently, it is natural to replace X (y) by the
indicatrixX (y) represented with the aid of the 6-function

(7)= v(1 + cOs T) +(1 - v)6 (T) ( < 1). (6)

In order to find a method for calculating radiation propagation
when using the indicatrix (6), we note that during each scattering
taking place in accordance with R (y), the light quantum with proba-
bility v is scattered in accordance with the indicatrix l+xlcosy and
with probability (1 - v) continues on without altering its direction,
i.e., we can consider that scattering takes place only with the in-
dicatrix l+ cosy , but takes place on the average 1/v times less
often than would be the case for conventional scattering with this
same indicatrix.

This leads correspondingly to reduction of the attenuation co-
efficient a and, therefore, of T by a factor of 1/v.

Thus, in order to calculate radiation transport in accordance
with the indicatrix R (y), we need to make calculations in the ap-
proximation of [5] for the indicatrix 1±+icos y with the optical
thickness Tv.

In order to select the parameters v and Xl' we find the form
thof the nth scattering indicatrix X (y)

n

Sx _)(7)

Applying (7) sequentially to (y),(y) ..... i-(y), we obtain the
form of the nth scattering indicatrix X,(y)

()) + 3 + 1 - 1 Cos + 0R 3
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In order for the indicatrix (y) to be used for quite large n, /67_

it is necessary that

n ( )- X () = 0(x/3)" (8)

and

I - v = u < x.3.

It follows from (3), (5), (8), that

1=- f(-u)A
3 3

or

X - u
1-u

In order to calculate the distribution of the radiation leaving

the atmosphere of a planet, we select u such that, in the vicinity of

8e=., the indicatrix X,(y) reflects quite exactly the aft peak of the

indicatrix X,(y).

For this it is necessary to require that

X, - () -i X(, O) = 0 (x25)".f (9)

In fact, X.(;,qp) is a sign-altering series with monotonically

decreasing coefficients. Consequently,

5 (xs/5)"- 7 (x/7)" <X. (7t, 9) < 5 (x/5)"

and even for n > 5, we can consider with adequate accuracy that

X. (, p) = 5 (x/5)".

Therefore, in order that (9) be satisfied, we need to set

ul(6()-- 3 cos a) = 5 (x]5)" (10)

or

u =(5/2)' i" • x/5 0 x5. (11)
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Satisfaction of (10) ensures sufficiently exact correspondence
of X,(y)and .X(y) not only at the point T but also in some vicinity of
this point, since by virtue of the arguments presented above,

X. ) (-f) 3 .- (xd5)" cos T (1 + cosy) 0- o(xi5).
2

Thus, in order to calculate radiation transport in a dense atmos- /68
phere in the presence of strata with markedly elongated indicatrixes,

we can use the theory presented in [5]. To do this, we must replace

in the corresponding expressions xI by XI3u , T by (1-u), where u

is found from (11)

Specifically, for the two-layer spherical atmosphere (cloud, gas)
model discussed in [5] and [6], we can obtain analytic expressions

for the radiation leaving the planetary atmosphere It(0, ,i,1) , the

radiation arriving from above and below at the interface of the cloud

and gas layers Il(Tcl, '7 , g)./j(Tcl. , I, ) , and also that arriving at the

planetary surface (Tcrcl+Tr'o,o , T tt ) . There, T is the optical, depth in

the atmosphere; Tcl , Tgo are the optical thicknesses of the cloud and

gas layers, respectively; E is the cosine of the angle at a given

point between the direction to the sun and the direction of the
radius vector; n is the cosine of the angle between the radiation
direction and the direction of the radius vector; p is the cosine of t

the azimuth in the corresponding horizontal plane.

We integrate the transport equation

-- ==--I+B
dT

as follows:

T
I = Ce-r + e-r er'BdT'.
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We use the expression for B from [1]

S
B= J +xL1 + xLa / - -'Gp +- X () (L = 1, 2).

where

I S Idw/4n; if = - (S/4)xagslr* [1/(3 -xi)I;

( + e -L S1. vI-ve
a R al 4 3- ,

x1.=- x and x, 2=o, R is the radius of the planet, T O is the optical dis-

tance along the sun's ray to the given point in the 
atmosphere; T is

the optical distance along the scattered ray; 
a is the bulk attenua-

tion coefficient 
/69

COSTi=- i+ 1 -- ' Ii(2.

We obtain the following expressions from [5]:

It = (0, l) x C) (C 1 + 1)[t +4w, It - (x,/3)

+ V' -. V -T J (0, 3)

+ e / L ('C,) + L, (, )- +
(3/2,) - R(- reo) .'/l

+ e-'C 1'"J (c l, ) +1 C,1,) + 0,

TgoI+ 1
+2 1+A go]

Ig (TC1. li4 p x C + CAy x
4Wo 31+-x I-Ag

2 I+Ag 'c 1

x + J(To .I +
/___x_ .aR [(/i1) - ] I - 31x, 1 )

+3 S x F. ( , ) + 3S/4 L. (, T) x
4 -. , (3/. -1) R (-W.)



, .- T - , a - + - (0, 5) t ;
V~i'rF '

t (0s13/,

t (TC1 + ,o T I.) 3 1 -A +
S2 i+AT go

go T go
+ C0.- e ". (.+ C,.,) (tc, ) + e' (c 1, , )

Here,
/70

F1 ,'1 /__________o_
FL(. ()+ % C + In (2L +- C..+ . + a + (+)s

L (+= ' ( 2 C2 (Z + 23) +CS .2
LI' o 1, C,,+ _ ;T1 ) I+ -2 TC, *

.F,(Lq) +4?\ 4+9\ 5+ +)

E' +1 (c + 3 I + !, ).;.LA " C 2 + + 2E I1 + T
( Q + 2 ) .]L, + TI I) =. (C + (t +, TV"J

V q_ _ 2 _ C 21, (Z + 3 ) .
+ Q. + )3 1+ ,.+, '

F3 (, T) = (cI + 5)(1 + CZ (rc 1+ ));

L (t, I) = t (C, + 2 ) (1 + C.(rcl+ )) ,

3 - 2C,= 2 , C

3- Ag+ +3- I -A r
2 1+Ar 'cl

WO=-, Ag=-
4 -A gocls ,(-

1(0, t) = (X- - 3 (Ct +'-));

( ( sqc l+ 1);
- -- 4_ 1 [xC -- 3 (C -j- );

• 3.

A+1t 3 1-A
' 2 1 +A go

and A is the surface albedo.

A comparison was made of the brightness angular distribution at

the upper edge of stratus clouds, calculated using the above tech-

nique with the distribution measured in' [7]. The measurements were
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made from an airplane flying above the clouds. During the measure-

ments, the brightness meter optical axis was deflected from the verti- /70

cal by one of the fixed angles 0, and was rotated through 3600 about

the vertical axis.

The measurement re-

sults were recorded on an

oscillograph. Three such

oscillograms (wavy curves)

are shown in the figure. 
Z-76=5'

The smoother curves in

this figure were obtained .

by calculation. The cloud .

optical thicknesses Tcl, r1-c2z-701 =

equal to 4.2 and 12.6,

were calculated on the

basis of the cloud thick- 1 50

nesses measured during 'C f Z.Z "

flight and the average Angular distribution of brightness at

water content for stratus upper edge of stratus clouds with sun

clouds. The scattering angle z = arccos = 70, and Tcl =clouds. The scattering c.lnd1.

~4.2 and 12.6
indicatrix corresponding

to an average droplet

radius of five microns was taken from [8]. The optical thickness

of the atmospheric layer below the clouds was taken as 0.2.
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SCATTERING OF LIGHT IN A SPHERICAL MULTILAYER

ATMOSPHERE

L. G. Titarchuk

In the present paper, as in [1 - 5], we examine the problem of
radiation diffusion in the atmosphere of a planet illuminated by
solar rays. The basic equations of the problem were obtained in [1]
and the solution was found in [2, 4] for the case when the absorp-
tion coefficient in the atmosphere is constant. In [3], the assump-
tion was introduced of exponential variation of absorptivity with
altitude, and a first approximation solution was proposed for this
case.

In Section 1 of the present article, we present the problem
solution for the nonuniform atmosphere case under the same assump-
tions used in [3]. An analysis and evaluation of this solution are
also presented, which make it possibie to obtain an approximate
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solution convenient for numerical realization and an estimate of the

accuracy of this approximation.

In Section 2, we examine the problem of light scattering in a

uniform atmosphere with account for the true absorption. As in Sec-

tion 1, the solution of this problem is analyzed and, as a result,

we find a comparatively simple expression for calculating the average

intensities in the range from0 to 890 sun zenith angle. An estimate

of the error of this approximation is made.

The multilayer spherical atmosphere model is examined in Section

3 on the basis of the results of the preceding sections. Each ith

layer for the n-layer model (i = 1, ..., n) is represented by four

parameters, namely, =-ro, -ro, -1 , where ro,-1,ro,j are the optical

depths of the upper and lower edges of the layer, respectively, the

scattering indicatrix Xj(y),.the probability Xi of quantum survival

in an elementary scattering event (particle albedo), and absorptivity

variation with altitude a(h) (exponential for X==I, or constant for

any #1). The latter actually does not limit the possibilities of

applying this model in practice, since the exponential law case cor-

responds to a purely gaseous layer with constant temperature, and /73

the case a = const with any X1 X 1 is realized with continuous

cloud cover.

The final results are formulas for calculating the average in-

tensities through the entire depth of the atmosphere for sun zenith

angles from 0 to 900 .

1. Light Propagation in Spherical Nonuniform

Atmosphere

Basic equations. We shall assume that the atmosphere is illumi-

nated by parallel solar rays, creating illumination of an area per-

pendicular to the rays equal to wS. The distance of any point in

the atmosphere from the center of the planet is denoted by r, and the

angle between the radius vector and the direction to the sun is
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denoted by 9. Let J (r, 9) be the average intensity of the diffuse
radiation at a point with the coordinates r and t. Hereafter, we

shall use, in place of r, another variable - the optical thickness

A
T, equal to

A r

S a(r')dr' (R< r_<ra),

where rH is the distance from the center of the planet to the upper

edge of the atmosphere, and R is the radius of the planet.

We suppose that the absorptivity a(r) decreases exponentially

with height, i.e.,

a (r) = a (R) e-t-RWH,

where H, is the height of the uniform atmosphere. Then

A

= H.(a (r) - a (r.)).

The optical thickness of the atmosphere is

A

S= H. (a (R) - a (r.)).

We make the change of variables

A A

vr = a (r) H. = T + a (r) H. = I + V.

An approximate equation of the following form was obtained in

[3] for the average intensities in the pure scattering case:

-+ /- -- V(T. l) (. 1 )

with the boundary conditions at the upper edge of the atmosphere [2], /74
where T TH,

OJ 3$,
el 23- xj x, os (1.2)2 4

and for a planet, where T= 0+H=To
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a +.I-x l-A j. Sr*cos + (3-) (1A3)
or 2 1+A 2 \2 1+A

Here,

4

x is the first coefficient in the expansion of the scattering index

x (y) in Legendre polynomials; T is the optical distance from the sun

to the given spot in the atmosphere. A is the albedo of the planet-

ary surface.

Analytic solution of the problem (1.2; 1.2; 1.3). We seek

J (T, V) in series form

J(V,4)=, D,, (r)cosn. (1.4)
n-e

We divide the right and left sides of (1.1) by T 
2 , and after this we

expand the right sides of (1.1), (1.2), (1.3) into a Fourier cosine

series. As a result of these expansions and the representation of

(1.4), we obtain the following boundary value problem for determining

the coefficients:

Df(() D()(1.5)

D • + R D ir-'-f.()

2() + 3- x, I - A D , ') =. = (.T)o). (1.6)
2 t+A

2 -D. 
i

where

(T) S

S
8.,= x, and for n---l ,.n= , (1.9)
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9 2 .0 (r0) r r.Vd*
0

IF2..f(@o) = + $P(ro) cos n(.0
n (1.10)

The Green's function [6] for such a problem is represented in

the form

f t -,.1' ,,,.1 f ,b+- _6.+1__
-\c ,t 2 + t 2) nc ., 2+ , " )

(1.11)
O.(t, r) = 1far tr

I _c,, bn + ') (c..:b, , +,I for t>r,
b,+, -b,,+ L -bn+ L n*

t2Ca t + t C2Hn 2

where n = +
4 +R3

., [(3 - x,) r, - (2b + 1) ,

[__[2b n+1t _ 3xi r]

C,.n= (1.1)

-2,+-Then we write the solution of the problem (1.1 - .3), which we ca

2the A problem, in the form+(3 -x) A O

S(.,)= y, (Gi,(t, T) , .- j nt )ntat O(O ..CS, (1. 14 )

@ml -A
o 1+(3 xj)1+A T]

W,, bn Ci.C?, 1.(1.13)

Then we write the solution of the problem (1.1 -13), which we call
the A problem, in the form

2(39 (T.(r, r) TI..- Gn(t,t) fn (1) dt-G,(t :.cos n. (1. 14)

To ensure that the Series (1.14) is the solution of the A prob- /76
lem, it is necessary to prove the convergence of this series, and

after this invoke the theorem of uniqueness of the solution for the

type A problem [7].

We shall prove that the Series (1.14) converges by examining the
Green's function Gn (t, T) and showing its uniform boundedness [7]

with respect to n. Let t < T, then
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(CjR b ''jN "+ bn+11, )+ -- bn+ t/1 "G. (, T) = - "C"" ± + t I)') (t%.n+ + •b+I __=

2b,, [1 - C,.C,.( b, b, b,

00r' 1  ()~ (_, On _____)_____

o / -o, (- 2b, + 1) -(3 - x,) .

+ 
b

2b + I + (3 - x) I~+A To]

2b,, [ - Ct.sC,.]

(-I- (-2bfl+1-(3-x)TH)
+

2b. [t - C CsAI

2b + 1+(3-x(3-x-o

2b 11 CL.1.
++

+ I 'I+Aj
2bn I' - CnCsanl

We see from this expression that all the terms in the numerator

are bounded by a single constant which is independent of n and de-

pends only on TO, while the denominator W is of order 0 (n), con-

sequently we can state that IG(t, r)<C(ro) for t < T. In the same

way, we can show the uniform boundedness of G,(t,r)with respect to n

for t > T, i.e.,

Ga.(t, ) I1< C(TO). (1.15)

Now let us assume that the functions f(r, *) and W2(, P) have con-

tinuous derivatives of any order; then, as is well known [8], the

following inequalities hold:

nI< , , (1.16)

02-h -(1.17)

where k is the number of the derivative with respect to ,, respec- /77

tively, of f and 2, and a,Ah(r) and a2,k(T) are continuous functions of

T and depend on the behavior of the derivative of kth order for

f(T,) and P2(, ~) with respect to t. Since (cos nT} is uniformly
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bounded with respect to n, convergence of the Series (1.14) follows

from the Inequalities (1.15), (1.16), (1.17).

Expansion of the.A Problem in a Small Parameter

Case a

Let

, .2H2

2. __ _ 1 (1.18)
(3-x)R2 2(3-xl)

Then for

n no 1 r . (3 -x,)
< no= H. V. 2 " (1.19)

C I, -" 2 26n  1 "

[1 . 1- 2b
(3 - xj) ,

22
- ,- +  + 

() - T +  +  
(. () +3-xt 3-x,

2 ~ ± +2.(T)t .40r)
33.-

±~ (r3A 4.() 3 x)'. )E.- .(T) + .- .(T~ () 1.0(.1.20)

where

,. ):. - 4 .(T = (./d)' n-l- 1,

2b,, -- 1

3 - xt I + (2bn - 1)11(3 - x)T, t

From the form of the residual term of the Taylor series in the

Lagrange form [8], we have the following estimates for .n, . ., 4n:

nlH%
In()l ( *Iln .1, (1.21)

.n(1 < I In , (1.22)

2n'H'
. ,(.C)1 ' (1.23)

Ra 3 - x9
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2n' H' ) (1.24) /78

if, > then no=[O.5R/H.1. (1.25)
2 (3 x1)

Case b

Let
2H*

R'(3- xI) (1. 26)

and n > 0. Then

2 2bn-I

SCn thn 3 - x, 3 - xt 4r , (2- (3 - x ") Rz
+ , (1.27)

I" 2b.-I2nH
3-x1

Specifically, for r.=0 C,,-='O. Cr-bn+' '+ 
+'I
I has the following

expansion:

C -.+'i .+ T = + r,.(). (1. 28)

We turn to the function C,., .'b+IrT
- bn /I . Let

0 .n -< [0.5 R/H.] (1.29)

Then, A-i
(3 - x I) A

Cnt.+'I, + (bn's + T-

I--A +2 + (3 -x-) vo
t+A

(3 - ) ---r "'+ n (T) + A +
2 + (3 -x)

AA-i

(3 - ) 1.Zv
+ -~~ + t 12p.n (V) + 44,n (T) I+ ti,. (T) + Y2. (T) q.. (T) + (1.-30)

t/7A

2 + (3 - xj) 1- T
T+A

(3 - xt) A-1 v

+ Tim (r) q", (r) + A + %.A 4A () +

2+(3- x2) T
t+A

+ T12.. (r) Yb .n (T) 71,n (T), /79
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where

*in ,, (r) = 1-b ,+', - I, *,, (T) = (T/TO)2bn - 1 ,

S 2b,, - I1 2b,, I _

=- 1-A .(t) -A
2 + (3 - x) 1o 2+( 3 -x) i-ro -i

T+ A 1+A

Just as above, using the residual term in the Lagrange form for the

Taylor formula, we obtain the followingestimates for I,,,(),f2,.(r),

>) (r~) 4 n2H ol.r (1-31)n'R
2

for

-"(I1n T0 , (1.32)

2ntH: r
2,TO- In , (1 33)

71- - r -1-A (1.35)
Ii-n@-)2n H1 /[2 + (3 - x) 1-A t15

|I..(<)1 1 +4 R o. (1. 35)

Expansion of the Green's function. Let TH obey one of the In-

equalities (1.18) or (1.26); then for 0 < n < no, where n0 corre-

sponds to its own inequtality, we obtain

.(tT)=Go(t,)+D,. t, T , C1,COf , (1.36)

where

D , o + t r,.,() + (C.,r + 1) r.. (t) r 2~ (t) r,, (T) +
W, wo Wo

ra,, ((C, ,+t) r,. () + (C2 '+j) r,()) r,,
+ r,.Go (1.,) + +-r,,(t)rT.() ( . 37 )

,.()=(C.tc++ .- b'I-.)-(Co + 1) (1.38)

r,.,() = (C,-bn+ + Tb.+',) -(C 1,0 + ), (1. 39) /80
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4, = WO1/T - 1 = +. t, + vI,; (1. 4 0

here 1. = 1/2b, - 1,

IA. {1 - [C2. (t.,. + Co 0*,,14- t3.nt.n) + C1,0 (uo +
+ C.O.n + ,1.T4. n)1 U7- 1 '-.

Evaluating A, .1, as above, we obtain

I I 2n'H'IR",  (1.41)
< 1 13. + CLOTL4fl + rl3,n,,4  I S-, + ClO" 4.- + + C110  +

we

+ I ., + c .s..,, + C.. . C. (1.42)
WO

As a result of the estimates made above (1.2. - 1.24); (case a);

(1.31) - (1.35); (1.41); (1.42), we can obtain the estimate of D(t,4),

D()dv and write the solution of problem A in the form

J(, ) = Yo(T, V) + R (1 ), ( I. 4 3 )

where

1, (,, ) = Go (€, ")Y. - " Go (t. ) f(4. ) dt - Go €." , q( 0 ,,) (1.144 )

is the solution of the ordinary nonhomogeneous differential equation

Wlao' = -f (1. 45)

with the boundary conditions (1.2) and (1.3), and

R (v, [4)= Go (t., ) G.O (t. vC)]f (t) dt + [Go (@, T)-

- G T(r)] os nV + [D. (,r.. r) p.-

- Dn(t. r) f4(t) dt -- D. (v, x) s.n] cos ni.
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Case b. In this case, Ou r,2HR2 , we consider the solution of /81

problem A only for r==0; for other values of TH, corresponding to

this case, we obtain the same representation plus O(-ru).

Let 0<n.n o=!=RI; then according to (1.36), we have the follow-
2 H.

ing representation of the Green's function
.nV *+ *n+'Is -b.+'l,

G, (t, r. ' '
) - A ± tn+') (C,,b+I + b+I) =

= -(C2,.o + 1) +D, (t, , H/R2, C1.0 9 , C2.o) Ic,.o=o , (1.47)

where D,, is defined by the Equality (1.37) for values C.o1 = 0,
, .o- o

.- 0. Now we can write the solution of problem A

A

(,) =Jo(,)+ ()c,.o=o= Jo(,)+ (T)(+ Ro( ) (1.48)

where

Jo0 (r, ) ) G0 (1, i,.= J (T, ,) d - Go (To., T) Ic1.0o -,2 (To0, T)
0.

is the solution of the following boundary value problem

A

as,= - (1.49)

Jo r-o = 0, (1.50)

A

W -. +I= .= 2 (Io.*). . (1.51)

() = [Go(t,t) Go(T)!c,.=o fo (t) dt - [Go (To, T) -
0

- Go (to, t) C,o-1=ol q,,o (to).. (1. 52)

The estimate of jR(,4)I is possible if we have an estimate of

jfn(r)!. According to the Equality (1.8), f(t) is represented in the

form

.(t) = S e-r.cosTd for n>0. (1 53)
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We see from this equality that the representation T(T,p) is necessary /82

for estimating the function f(r) . As is known [3], T(r,*) is repre-

sented as

T(r, 4) = a(t) 0 H dZ. (1. 54)

It was also shown in [3] that T(r,p) can be calculated with high

accuracy from the formula

T (, V)= b (V), (1.55)

where for

(0 4V b()= g(a)secp, (1.56)

a=R (I -sin V), g(a)-= 2 1- e-
t
'd t, (1.57)

for

S> ,>! b(,) = 2eab -- b(n-).22

It is well known that the coefficients f,(T) of the Fourier series

for f(t, ) obey the inequality [8]
Ifn(@)I <2Vk (' ) I

n n +J (1.58)

where Vk is the entire change of the kth derivative of f(r,4) with

respect to * in the interval [0, 7]. The residual of this Fourier

series is defined by the inequality

A V (r)
IR.()) 4 . (1.59)

Examining Vk, we can show that

V,,aea (v, o)1, (1.60)
where

Smax96(,)
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fn(r)[ is estimated with the aid of V2(T). In order to obtain the

estimate of V((), it is necessary to study the behavior of V (T, ),

which is represented in the form

rSpc(,,i) = T (Lb, )2 ob) (1.61) /83

4 alp ft 2

Analysis of the behavior of the function (,') shows that

V2 (x) dx <ao fg(r, o~d- 4. (1.62)
H,b -

Let us turn directly to the estimate of IR(T,V)1. We estimate the

first sum in the Equality (1.46)

jR, (Go (t, -r) - G., (t, T)) f., (t) di cos n 4

O T. (1.63)
S I o(t, -) - G n(t,) In(t) Idt. (1.63)

We note that G.(t,,r), as a function of n, does not change sign

up to

1--A snj= 2H. (I + (3-x)1+A

and that IGo(t, rl>IG,(t, t)I for fixed t, T for all n. Consequently,

the Inequality (1.63) may be continued

Go i'O(t.-) -Gn (t, r)ll(t)lIdt<

(1.64)

a-ft S I GoV )I t Id . t r () d

Denoting

, d97,
IP, T,,) TO r" I fp@ (T, 10) Idr,
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we can write for L /84

2 (1 In', 1/n2)
L < - .0 [(C .oo 1)(C, oF,(r ,r) F,(rar))°o

+ (C1,.o Tr)(C2.oF. (r, To) F, (r, o))I- (1.65)

We obtain a similar inequality for the second term of the first sum

of the Equality (1.46)

1, - ] (Go (TO, T) - Gn (t., T)) q'2.(,,( .T) cos I -

n=n.

.aTG(r,)lA( o)j n2,-+ n2 (1.66)

where a1 = 2.

Further examination of the Inequalities (1.65) and (1.66) shows

that the relative error a,- L-+L, of the first sum of Equality (1.46)
I ol

is evaluated by the inequality

d < 2q 2 H.H b(4), (1.67)
nR R

if (3L-x,)(t--A) i, and by the inequality
(i +A)rTo 8

dag 4q* b(4), (1.68)

in the remaining cases

for(1.18) 2
q= "(3-xj)a.H.

for(1.26) 4.

Let us turn to IR21.
jfl O. (. 11,, -- "

IR,= (D. (., T) - D, (t f, () dt-D ),p,,) Cos nl. (1.69)

Using the Inequalities (1.58) and (1.60), and also the Representation /85

(1.37) for Dn, we can obtain the estimate of d2=o in the form
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d2<3! *( nned I+ 2 +-2) b (flR \ (3 -x (H 2 ) ' (1.70)
\2

where M=max{[lInTro, jInTI} for the Conditions (1.18), (1.19) (case a)

and for (1.26) (Case b) we obtain the estimate for d,_R of the form

d< 3-(Inno)(lInTo+2) b()1 71
R b(n

where2

bR
2 2 H.

Numerical results and conclusions. Setting T=Tb(*), we can re-
duce (1.44) to a form convenient for calculations

a S IC. C, +IX o
Jo(T, )= Co (C. + cos - [(C.o+ 1) (C.So(0) +W4 4

A A AA AA A+S (0, )) + (C. - ') (C2.oS= (, TO) + So (r, To))] - (C .ovo +
A A)(Co- ).(To,) , (1.72)+ 1) (C1,0 + 1)(P. (T,

where

Jg'rr 2) b( ,) + S -I(ril T2))
A

and Wlo,C.o,C, (T,t) are defined, respectively, by (1.13), (1.12),
(1.17).

Since there is no diffuse radiation downward at the upper edge
of the atmosphere, the radiation leaving the atmosphere is

Is (0, T) = 2J (0, *). (1.73)

The calculation using (1.73) and the estimate of the accuracy for
80° <4<90* are shown in the table. The calculations were made for
A-0; x=0; ro= 10; Tu=1; H./R=10 3 

. We see from the table that the error /86
d =.d1 + d2 does not exceed 6% under the conditions selected:
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p, deg 12 (*) * 10 S d - 102

80 178.2 1.3

82 153.6 1.7

84 119.8 2.0

86 95.2 2.2

88 64.9 3.5

90 40.0 6.0

The Formulas (1.44) and (1.48) obtained above for the average

intensity and the Estimates (1.67 - 1.71) make it possible to refine

the theory presented in [1 - 3], and at the same time it is easier

to carry out the numerical realization of this theory than in [5].

The Estimates (1.67 - 1.71) also make it possible to compare the

results for (T, i) from (1.14) with the results of [3] in a wide

range of initial values, and conclude that there is quite good agree-

ment between the results obtained and the approximate solution of the

problem in [3] under the conditions which follow from the estimates

(1.67 - 1.71).

The results of this study make it possible to evaluate the error

introduced by dropping the term !  in (1.6) without resorting to

numerical solutions.

2. Scattering of Light in a Spherical Uniform Atmosphere

with Account for the True Absorption

In the present section, we propose a problem solution method

using the Green's function under the same assumptions used in [4].

But the use of this solution, just as the use of the solution of [4],

to describe the scattering of light in a cloudy atmosphere requires

suitable transformation of the parameters T0 , XI.

Problem formulation. Let R be the radius of the planet, R

the radius of the outer edge of the atmosphere. The location of a
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point in the atmosphere is characterized by the spherical coordinates

r and 4 with Z axis directed from the center of the planet toward the

sun (see figure).

We consider that the planet is illuminated by
z

solar rays creating illumination of an area equal to

fS perpendicular to the rays. As was shown earlier

[1], in the case when the coefficient of absorption

(attenuation) a = const, the quantity J, which is

the average intensity of diffuse radiation at a Coordinate

given point of the atmosphere, is defined by the system /87

'equation

021J. 1 adlJ+, - -'o = a? (k2J -) .
r RO ft2 ( 2 .1)

where

=(3 -x,)(1 -X), (2.2)

=- [3 + (-X)xle-r, (2.3)
4

T= a(/Ri-r'sin2-rcos ). (2.4)

It is obvious that the Expression (2.3) for thequantity f is

valid only for the part of the atmosphere illuminated by the Sun.

For the unilluminated part of the atmosphere, we must consider f = 0.

Introducing the new independent variable

= a (R-r), (2.5)

we represent (2.1) in the form

OJ + O kJ. (2.6)

The boundary conditions must be added to (2.6). As was shown

in [2],, at the outer edge of the atmosphere we have (for T.= 0)

01 3-,eI S- J = - xcos , ( 2.7 )

10 21
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and at the inner edge (for r = R, or T = T O

o43-Xlj =-cos r + (3-rx)] e-T(.. (2.8)
K 2 4 1 +A I

We note that for ,>n/2, the second term in the right side of

(2.8) vanishes, since in this case T(rTo,,)=oo. Thus, problem B con-

sists of solving (2.6) with the boundary conditions (2.7) and (2.8).

Solution of problem B. We seek J(r, ) in series form

J= D,,(r)cosn . (2.9)

M-0

We expand the right sides of (2.6), (2.7), (2.8) into a Fourier

cosine series. As a result of these expansions and the Representa-

tion (2.9), we obtain the following b.oundary value problem for deter- /88

mining the coefficients D(T):

(k2+
DR(T)-(2 k+-)D,(@)=-(t. (2.10)

D'() - D. (r) -o = '., (2.11)

D.(c) + 3 - 'x D - A
2 t+A D(T)Ir-.= %,, (2.12)

where fe, ,.,, are the Fourier coefficients, respectively, of f and

the right sides of (2.7) and (2.8). The Green's function for this

problem has the form

( a ,..exp(- t+ - x

x a.. exp(- ) fort-<T.

G. (t, r) = (2.13)
_sh n .t

A + exp

x a,..exp (- r) + for t>r,

where

L (2.14)
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_ 3-1xA-1 (2.15)a, P. 2 A+ T--
e/ P IJ c .- r. + - lx I - A.Sh P"''

2 I+ .)

W - a (2.16)exp (Pr) (ch p1' 3.xiAh r'

Then we write the solution of problem B in series form

J(. 4,) = (G(O.r) ,. - j G, (t,' )f,(t) dt-G (ro. ) ,P.n) cos n. (2.17)

The convergence of the Series (2.17) is shown just as in Section /89

1, which, after invoking the theorem on uniqueness of the solution of

problem B [7], permits us to conclude that the Series (2.17) is the

unique solution of problem B.

Expansion of the problem B solution in the small parameter 1/R.

Expansion of the functions
.( t ] s nt (-Pn)

(a,.n exp (-nt) s+ Pn ' a2,n sh + exp (-).

We shall examine initially the first function. Let

14 (2.18)

then for n<n,=[aRk],

al..exp(-t) +hp, exp(- k) s+kt +
( 3-Axi A

2

+ .(t) + ~. ep (- At) + t kt3 - x, + A
2

Em (P L. exp ( ki) 2 A t a)
3_- _ k ( 2 . 1 8 a

2

From the residual term of the Taylor formula in Lagrange form [8],

we have the following estimates for {Mn}:
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| km n(t) 1 4 1 n't *(2.12 a*R~k '(21
I na (2.19)

< 2 a'R'k (2.20)
3 - x( 2+ A

2

i e"1  n't
2.n (t)I< ,(2.21)

2 sh kt aW'R'k

-' =n- . (2.22)
2 ;R-k-

If 0-<ks<..., then /90QSRS

n<no= [aR(In2)!]-1. (2.23)
L ToJ

sh pt
Introducing the notation =--sh"t 1, we obtain

Oat

,, p-P sh pnt 2 +
+.ex (p(-Pt)+ + tn

3 -Xx 3-x, ( 2 2 3 a)

In this case, the following estimates for in are valid:

! =.n (t)l (,,t2
-1, 0 (2.24)
aR

aR(3 - x) (2.25)

< .n (01 t- . (2.26)
UR*

For the corresponding n, the expansion of the second function

in the small parameter has the form

k + 3-x A - 1 )shki
asn -t exp (- .t) = 2 A+1 x

n 3"- x 1I-A shkr~
exp (Oro) ch kTo + 3 -2Xx, 1 - A s o

2 I+A A

x (1 + 1L., (To) + W.(t) + L.n + Ti.- (To) (E.n (t) + L.) +

+ Ti. (To) ,( ) .n + ,. (t) ,.) + exp (-kt) (I + ,. (t)), (2.27)

where

i, (Vo) = , - 1
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and

I ns  shI o no

2 A +t 2o I+A k

"x.' 2 ri'R' + I =iR. •

33- )x A-A ho shko__ T

2 A+A k x

3 - xtI - A sh kTo

ch ko 2 t+A k (2.28)

I n' I n"
-2 a A o32 'R2 k

3 R o - o) + - 3-)6x, I - A

+2 +A 2 1+A

1 s

+ 2 a k ,. (To)I.3 - ).x t1 -A
2 t+A

If 0< then for n<no=[aR(In2) ]1

3 - x A 1

a 1,, +ip- A3- + I x
1-A t+A

x( + 11L. (o)+ .-n (1) +4 .n(to (.n(L)) + 1 + . (t). (2.29)

In this case

n nt 3 - Xx, I- A
R+ 2 - ro(I+',3 (To))

191n.- 4AR +Ix.n(o)I+ 3.-R 1 A-3 ax- A 3-, -A

3-,xi -A1+ rolt-

2 i A 2 1 +A T

,,R

3-). 1 -A
2 R

2 t +A

3-xat -A 3-.%x1t-A
2 t+A, 2 1+A

Expansion of the Green's function.

Let k obey one of the Inequalities (2.18) or (2.23), then for the

corresponding n, the following is valid for t < T: /92
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sh nt sh (,

G,,(t,t) - , e.xp (- .,t) + a. - +exp(-. -l-) =

(a1 .oexp(-ki)+ sh ( x a, -kexp(- k T) (2.31)
k k

+ D, t r, a ,, a2.0,) (2.31)

where

I sh kt
, -- - exp(- I a. exp (-kt) + - r.,, ( T)D. ,r,- aso,a2.o k +
(I R Wo

( sh ksh1r,.O . . + p(-+ ep-k-)) -(t) ) ( ) M
++ + r...Ga.(t, r)+

a, r)*T ,, ~ exp (- ko h kt) r 2,, (,) r3.,, A k + exp (-/ar)
+ +

Wo Wo

+ r,.nr,. (1) r. ) (2.32)

r,,(9)= a.n- + exp (- P-r) - a2 .o- + exp (- kR) , (2.33)

rM.() = (a,.exp (- Pt) + - (a.oexp(-- kt) + ,

(2. 3 4)

r.., 1. (2.35)W.

Here, r2,n and FI, n are found with the aid of. (2.18), (2.23) and

(2.27), (2.29), and r3 ,n is evaluated by means of the inequality

I a .a,0 (I .nl I + I ;, .+ I 1 % I) (2.36)
1 WOl

When k= 0, Go(,')r)I ..o = lim[G (t, r) IA1o
he-

As a result of the Expansions (2.31 - 2.35) presented above, we can

write the solution of problem B in the form

J(, )= Jo(,)+ R (, ), (2.37)

where /93

(,,) (= o(O, "') - J' o(t,r)J(, ,p) dt-G o( ort)e( , ,,) (2.38)

0
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is the solution of the ordinary differential equation

,==k'J- (2.39)

with the boundary conditions (2.7), (2.8), and

+' JG - .,
R(-,,)= [Go(t,)-G ,(ir)lfn(t)di- [Go(ot)-

n no

O.G.(-rOT)(P 2.n} COSnj) + YD 0 )(i, D I ~n()d

-Da(o, 'c) cosap. (2.40)

If k obeys the Inequality (2.23), then in the Equality, (2.38),

Go(t, ) =G (t, T) |h-0.

Let us turn to the estimate of I.R(r,*)I.

Estimate of IR(T,4)I. As is well known [7], the Fourier cosine

coefficient f (t) for n > 0 for f(t,V) are represented in the form
n

fa(1== (14cosnit dT.

0

Using (2.3), we obtain

( ( - x cosndT. (2.41)

S

In order to evaluate R(T, ), it is necessary to evaluate

IfI, = = "f.(i) ldt. . (2.42)
(

It is well known [7] that the Fourier coefficients f (t) for
n

f (t, 9) obey the following inequality:

,(t)j<2V(,) I
B. .--+-_ (2.43)

where Vk is the entire change of the kth derivative with respect /94

to p in the interval [0, n].
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The residue of the Fourier series is defined by the inequality

aaVR.(t)j 1 < - (2.44)nk,

Examining Vk, we can show

Va () . a. II (t. o(t) I' (2.45)

where

IN) (t, o(t))I= axIf .,(tiI,)1. (2.46)

Hence follows the inequality for f-l

2k- aopo (r)) -r (2.47)
a~ n+

0

Analysis of the behavior of (,) and (<,V) shows that

I ( ,  o(r)) d~ < In (2Ra), (2.48)

8 -, (2.49)

and a0 = 2.

Evaluating the first and second sums in the Equality (2.40)

with the aid of the Inequalities (2.18), (2.23), (2.27), (2.29),

(2.36), we obtain the estimate for the relative error

d= IR(r.,)1 (2.50)I . (. fl) I"

In the case when

k=/(3-Xx,)(l-.)>-L and InaRk>4
rzR

< 2H. In aRk
nR 4kS (,) ' ( 2.51)

where H.= R-R and /95
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cosV 0 4 <arccos"*,

S(P) a Se-(0) dh1 n

C (2a(R+h)OS(i-s)+Tch.n-V~dh >~
t s' 2' (2.52)

HHe

and in the case when 0kg _± and In(n2)!R).

In [2R In2
d H.* (2.53)nR 2S (I)

The Formulas (2.17) and (2.37) obtained above for the average
intensity, and the Estimates (2.51), (2.53) permit refining the
theory presented in [1.2], and at the same time permit simplifying
its numerical realization. For example, setting k=0,1; ==1;; R=6000 km;
H.=10 km, we obtain from the Inequality (2.53) for 0r<*89, the

relative error

d < (2. 54)
90cos1,

Assuming that k satisfied the Inequality (2.23), we find from
the Inequality (2.53) that for 00°V890,

d -.. __(2.55)
120 cos "

It follows from the Inequalities (2.54 - 2.55) that in the in-

terval 0°,,<89 " , the solution of the problem (2.17) can be re-
placed with good accuracy by an expression (2.38) of simpler form,
which can be transformed as follows:

S) ae a..o-- + exp (- kT -cos -_x

x (3 +(1--)x [(.a -a. + exp (- k)) (aLOSO (0, r) + S (0. -r)) +

+ (a.exp (-k)+ (a2.0S1(v, 'o) + S0(r,

-(aL. A9 +e p (- ko)) (a,.o exp(-k)+ (. (ro, )}.
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where /96
Tg

So (T, r,) = e- e-0ec dr = (e-  +st ) - e-,r(+sc=f))/(k + see p);

S, (TI, T,) !-h - e b[ 4rdr [e-yA- sec*-k) X

x (seC 4- k)- - (e~-Mst+k)- e- .(sec * +k)) (see ' + k)-J] 2k;

for k = 0, Jo(v,V) is obtained from (2.38) by passage to the limit,

which leads to replacement of she by t, exp(-kr) by 1, ch k by 1, and
k

Si (ri, Tr2) by

St (T, O = - . S_1 (., r,).
We*, sec ,

In the range 80<ip_<890 , the error of Jo(r, *)increases correspondingly

from 10 to 100%.

3. Spherical Multilayer Atmospheric Model

In the preceding sections, we obtained the approximate formulas

for the average intensity in the cases of nonhomogeneous atmosphere

with exponential variation of the attenuation coefficient and homo-

geneous atmosphere with account for the true absorption. Now let

us examine the model of a spherical multilayer atmosphere.

As noted previously, in this model each ith layer is represented

by the parameters ro,,X(y),ai(h),X.

It is well known [1] that to find 1(r,8,,q) , it is sufficient

to determine the average intensity J(r, ) and its derivatives I(,)

and I(T,).. Therefore, the problem reduces to finding the equations

defining J(r,P) and solving these equations.

It is interesting to examine two possible models, in one of

which there is a thin gaseous layer above, and we can consider forward

scattering to be single only, neglecting scattering of higher orders;

in the second model, a gaseous or cloud layer of sensible optical
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thickness begins above. Mathematically, the two cases can be

described as follows:

2(3-x) --- ro - 1, (3.1)

,2(3-xo)'-Air. > 1. (3.2)I +A t "

Assume the Inequality (3.1) is satisfied, then as noted pre- /97
viously we consider single forward scattering

fo - S e' ' ( ) - e-'T )

4-, (3.3)I ( , , 0, ) = = (0)-b(()

f r 0- TTe- TX (7) + nScos -,

where y is the angle between the direction of the (solar) radiation

incident on the given volume and the direction of the radiation

scattered by this volume.

We denote

14 1(T, )= d l (T, , , q) sinOdO (3.4)
. . lr

S.

A (ro, )=0
EL-f (',, ,) ( 3.5)

where E 1 .f is the forward light flux, opposite the direction of the

radius vector to the point (Ti, ip), referred to the elementary area,
El. b is the backward light flux (along the direction of the radius

vector).

Using the well-known Eddington relation, we can rewrite (3.5),

on the one hand, in the form

A (To.,, V)= ,(.. )
It (.,. )) + se-=( . *4 ) cos ' (3.6)

where 12 is the averaged intensity of the backward scattered radia-
'tion; on the other hand

A ('o., ) E (r. ) Ep (.., W) - E,, ('o., ,)

11137)
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Here, Ei(oxt) is the light flux absorbed by the subsequent layers,

calculated from the formula

E,(,.,. 1) = (I:- A (re.,, E)) E (to., i) + Et a('o.s. V). (3 .8)

Eta (T.r,.* is the light flux absorbed within the second layer in the

presence of the true absorption (=1),

Eta(@.l ') = Ef (@o., 9)-ET(ro.,. 1)x. (3.9) /98

E @.ei) is expressed in terms of J(voj, 4) as follows:

E(to., ')x = (l(mo., 'I)A + Se'~o=*) os =Ef

21(ro 1. 4') + Se To.i )cos ( 3 10)
I + A (.. 1)

Then

Et (To., ) - 2 4 ((T(o, th) - J (o.,, )A) for X= I Eta (., V)= 0. (3. 11)
ta f + A (r.,, *) ta

By virtue of (3.8), (3.10), (3.11), the Expression (3.7) takes

the form

(i + A (ro., 1)) ((2J (,ro.,+,,  )+ Se-'° t+o+1 )os V, x

A( , ') - x (I - A (.ro,. )) + 2( (o . , + ), - J  (ro.c+, .)X)
(21 (roj, V) + SI t-o'OV) cos t) (I + A (Xo, .))

x(=1,...,n-lA,=Asur. (3.12)

Here, J(To.t+,,) is defined in terms of J(To,,) and the boundary con-

ditions for T =To0 i,, i.e., in terms of the solution of the boundary

value problem for the Equations (1.1) or (2.1). Thus, for i = 1

I

(r, I,) j , = J (0o.,, ') = ( & 11(To.a, P) + 4 (Toe. )) =

, ( , ) (1 + A (To.t, V)) + A (To.x, V) Se- e  cos p (3 .13)(T COS(313)

and

01 3-1, - A (r,
W 2 1+A(r,,) +A

4 1 + A ) 2 (3.14)
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Solving in place of (1.1) the Equation (1.45), or in place of

(2.1) the Equation (2.39) with the same boundary conditions, we ob-

tain the expression for J( 0ro.i+,, ) in terms of I(To,j, ) in the form

J(,*.g+ 1, )=, Kf..+1) o (To., )- . Ks(T) f(c) dr-

-K (r. s9(Y0.e+..) ,) ( 3.15 )

(1 + th [k (To.1+ - T.,)1) exp [-k (ro. -oIJ)

(3 -Ax) (1 - A (ro.j.+,. )) sh [k (to.+, - ro.)
S+ 2 ch [h (ro,+ - o.1)] (1 A (ro.,L. )) k

f or X + 1,
K(rojd-= 1(3.16) /99

3 - x, 1 - A (o.+,. 4)
I + i + A "o-)(to.1 ( - 'o.i)1+ 2 1 +Arois.

for = 1.

sh koi+OK s (vc. ,,) = - f o r X - (3 .1 7 ).

K,(Co.*,) = A(3. )
Vo.1 f r = I.

The corrections for the resulting approximation can be obtained 
using

the estimation method presented in Sections 1 and. 2.

The solution of (3.12) using (3.15) yields the expression

for A(To,, 4), ( . ,s-'o.l "
Q,(1Q1  I1(r ,)+2 S (r) f (r d+ 2" ,) ' o.*)

Q2
QO

Se ~~cos Vl + I, (r~O) (K, (r.)h - K,(T0.2),) +

(K()-K2 ( ),z) di + (Ks (To. 2) -Kr (..2)s
* 

.

Q_. . (3.18)
Qi

where Q, =K 1(T,.s I-A(. 0 ,*) * --/(7o.)+ee )Cos, Q=
t + A (+.S )

= I + Q + K, (..)- K, (o.,2)<.
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Thus, we can calculate

J(re., !) II ((o.'x, I ) + A (',.,, )(I~(.,. )+ SeV" '+Acos )I. (3.19)

Making the change of variables =To,,-T , we solve the following /100

boundary value problem for f(Th) in the upper layer:

-: --( )," (3.20)

+! -- _cos , (3.21)
W' 2 ., 4

(t, 1) L.., = l(To.t, ). (3.22)

The solution of this problem has the form
.t

S(t. ) = (C,.t + 1) 1(0. V) + (C.t +1)- te-r,.)d +

+S (C,.ot+ )e-(.*)d- cos(C.oT,+ (3.23)

where C.,=- ,S and the average intensity l1(r,,!,) of the outgoing
I + I SA

radiation is
-s3

Is 0Vf, ) 21 (0, )  s -( +,,.? (S))I"'*+(
Isi+*jr* , * (3.24)

Introducing the new unknown

g[1-A.(o., i4)]/[L +A( ,. )], (3.25)

we solve (3.12) for yl

-t 1 a,(j ) + e,(Y, 1)) (M,( , + ,) + 4 (Vg, (t + a 1 t)) (3.26)
M ,j(g.k+PV + d (i + g . ..)

we 5 (,=2,...,in-1),
where

I + th (r:* - t-a)
(3.27) /LO1

x (r.t. ) '- (c S - (K,( ) dr + -. K, (co.,) e cos ' . ,

1140
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m (i- -3 ... , n-I) (3.28)

SI th ( 3r+, 
1

a, (i+,) = l 1+ th k (.L+l
+e,. ( 3 - xy,, thk(ro.,,+-'o.) (3 . 29)

+1

2 
I )

e(.,a = K, (To. L.)jo K,(co, 1+1),6 x. + ( -

I + th k (To . -. (3.30)

3 - Lx, th k (To.i+ , -"" *-"'t( + 2 k'x ; )-,

s -re(se (3.31)
= -e cos2

P -Ks (o) I+thk(o. - o.-l) Se- ' o. * ) (3 -x) cosl (3.32)

4
e, --X,(,0,) ./ ,.-,o.t-,) 4

2 (3.33)

r (.- -o. )

esU a,,)= + s, . (r)/., + K .- .. a) (rs *)
I j e S .TFT d 1 ( 0 j/)q,~ w2

+ 'v)" . Ks -
S/102

-s T~ -
3 -X th(x 1, s )A

x 2 )d~ + YK,@..g. )
th k (To.+ 1-o.1)0

K (r .3 - 4.x th k (o.i+ -o.)
exp lk (vo, ,a - ro.)] 2 +, k

x +(_)dv + .o., 1, )))

- th k "o. - th
-KI(to.i+t)x 3 ;L vx~

gA'4I~~s-toyi) 1Iz th k~r~~-ot

x . o.,+., ). (3 34)

(3.3115)
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In the general case, it is quite difficult to solve (3.26)

purely analytically; however, for n = 3 the system becomes essen-

tially a second-degree equation whose solution, when discarding the

extraneous root, is represented in the form

M9 +.ds - (as + 12) P, - CVs +
S + V(M, + d, - ((i+I,) P, - cm)+4 (d2m,+P2) ((at + I,)M,+ Cj) ( 3.35)

-a(d9Ph +A)

In the case when

Ms + ds- (a + l) Ps -s ,> 4 (d + Ps) ((a + l) M, + C), (3.36)

which is possible for T0.2 >> 0.8, we can use the formula

(as + ) M + (337)
M2 + d -(a, + 4) - cras

For T0.2 >> 3, this formula yields

Y2 = a2 (Ysur) + 12 (Ysur) (3.38)

Thus, substituting y 2 into (3.25), we obtain the value of

A2 ([0.2, *). The System (3.25) is also easily solved when n > 3 and

0.2 >> 3. In this case, the System (3.25) can be replaced with a

high degree of accuracy by a recurrent system of the type

a = a, (V1.) + 1s (g,.x),

Yn Ysur =2, ... , n-I, (3.39)

whose solution is obtained by sequential substitution of yn = Ysur

into the equation for Y-.YE,-,y- and up to i = 2. Substituting yi

into (3.25), we obtain the value for A(r,.i)

Now let (3.,2) be satisfied; then we can no longer restrict our- /103

selves to only single forward scattering. Therefore, in order to

find 1(.r,*) in the upper layer, it is necessary to solve the boundary

value problem (1.1), (1.2), (1.3) or (2.6), (2.7), (2.8). In this

case, the determination of A (,r.,i.) is accomplished in the same way,

using the System (3.26) and the Formula (3.25) with the sole differ-

ence that the system includes the equation for i = 1, and the
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following expressions for M' P1I ml are valid :

S (3 -- x,) Se-T'" )coss (ax. 0 + To ) for X = 1,
4

. P .- (- Axx) Se- *, b( ) COs 1 a*,'e s+ A k ) I + th ft o. s
4 e-0.

for % 1; (3.40)

3 - x( o.xTi + for)k= 1,
(3.41)

sni 3 - 4x th krovi eAk' +±m' (a1 -. e° . for k (..

2 (ke~~~ 3 + - x 1)co

'-" k) c h k .ro

wi t a.oirst l ttire COfosir o.i c e

culated ui nfg (3 .2, an i cae of +Ineuat. (. ) u .sing

xtp S(.) ( .14), foiCS + e-(.45o (r ) (3 -') COS t x
4 4

After finding all the A(To, i), we: can calculate J(, t)beginning /104
with the first layer through the entire depth of the atmosphere.

For the first layer in the case of Inequality (3.1), (,V) is cal-

culated using (3.23), and in the case of Inequality (3.2) -- using

(1.72), (2.38). For the succeeding layers, we solve problems of the

type (3.13), (3.14), for (1.45) or (2.39) we obtain the solution in

the form (3..15). To evaluate the error of the resulting values of

/(r, ) we determine the corrections with the aid of the Inequalities

Actually, to obtain the solution of (3.26) analytically, condition
T0. 3 >> 3 is satisfied and condition T0. 2 >> when (3.2) is satis-

fied. For this case, the System (3.26) with n = 2 (two-layer model)
b-ecomes a quadratic equation, and its solution is described in a form
analogous to (3.35).
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(1.68), (1.70), (2.51), (2.53). Then using the formulas presented

in [1], with the aid of J, J , JT, we calculate the angular and

spatial intensity distributions I(O,,*,r).

Conclusion

Let us examine the three-layer spherical atmospheric model when

the upper layer is a quite thin gaseous shell with (T01 S 0.03), the

second layer consists of dense cloud formations ATcl = T02 - T0 1  6,

X2 = 1, the third layer consists of a gas with X3 = 1 and optical

thickness of the layer T0 3 - T02 > 1.

It follows from (3.18) that the light flux Eout leaving the

planetary atmosphere along the direction of the radius vector is

found from the formula

Eout = nScos[ 1-(- Asp h)(l+.cos*)] . (3.43)
out 2 sph 2

The albedo A of the gaseous sublayer is found from the formula,g

which follows from (3.38),

As = As=I- 3  (3.44)

Z -sur

The formula for the cloud layer optical thickness, derived with the

aid of (3.10), (3.15), (3.18), has the form

ai,l = 4 t 1 (3.45)

where Asp is the spherical albedo, and is found from the results ofsp

planetary observations.

The light flux beneath the clouds. is calculated using the fol-

lowing formula, also derived with the aid of (3.10), (3.15), (3.18),
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I+ 1CO(3.46)
Ebel cl nSccsI (+ coip)As. 2 (3.146)

It follows from (3.10) that the average intensity Jbel cl /105

below the clouds is

J _ fi+A E (3.47)
bel cl n 2 bel cl (9)

Hence, using (3.15) and (3.10), we obtain the planetary surface il-

lumination level Eto pl sur
to p1 sur

(1 + Ag)Ebe I cl( 3- i-As-Ur

E M 2 +A- (3.48)
to pl sur I+An

and the light flux from the planet in the direction of the radius

vector

Efr pl sur ) = sur Eto sur (). (3.49)

The possibility of using this model in the visible part of the

spectrum for the Venus atmosphere is justified in [9]. A calculation

is also made of the optical thickness AT = T0 3 - 02 of the gaseous
g 0

sublayer for various wavelengths. In this connection, it is inter-

esting to calculate on the basis of planetary observations the light

flux leaving the Venus atmosphere by radiation Eout (*) as a function

of the Sun angle 9, the light flux Ebel cl (M) beneath the clouds in

the direction opposite the radius vector, the illumination level

Eto pl sur at the surface of the planet, the light flux Efr pl sur

from the planet, and the optical thickness ATcl of the cloud

formations.

119



References

1. Sobolev, V. V. and I. N. Minin. Scattering of Light in a
Spherical Atmosphere. Collection: Iskusstvennyye sputniki
zemli (Artificial Earth Satellites), No. 15. Izdatel'stvo
AN SSSR, 1962.

2. Sobolev, V. V. and I. N. Minin. Scattering of Light in a
Spherical Atmosphere. Collection: Kosmicheskiye issle-
dovaniya, Vol. 1, No. 2. Nauka Press, Moscow, 1969.

3. Sobolev, V. V. and I. N. Minin. Scattering of Light in a
Spherical Atmosphere. Collection: Kosmicheskiye issle-
dovaniya, Vol. 2, No. 4. Nauka Press, Moscow, 1964.

4. Smoktiy, O. I. Determining the Brightness of a Uniform Spheri-
cal Symmetric Planetary Atmosphere. Izvestiya AN SSSR,
Fizika atmosfery i okeana, Vol. 3, No. 3, 1967.

5. Smoktiy, O. I. Determining the Brightness of a Nonuniform
Spherical Symmetric Planetary Atmosphere. Izv. AN SSSR,
Fizika atmosfery i okeana, Vol. 3, No. 4, 1967.

6. Sobolev, S. L. Uravneniya matematicheskoy fiziki (Equations
of Mathematical Physics). Nauka Press, Moscow, 1966.

7. Petrovskiy, I. G. Lektsii po uravneniyam s chastnymi proiz-
vodnymi (Partial Differential Equations). Gostekhizdat,
1963.

8. Fikhtengol'ts, G. M. Kurs differentsial'nogo i integral'nogo
ischisleniya (Differential and Integral Calculus), Vol. 3.
Nauka Press, Moscow, 1969.

9. Biryukov, Yu. L., A. S. Panfilov, and L. G. Titarchuk. Esti-
mates of .the Optical Characteristics of the Venus Atmos-
phere with Application to the Problem of Photographing its
Clouds and Surface. In present collection.

120



N75 11430

ESTIMATES OF THE VENUS ATMOSPHERE OPTICAL CHARACTERISTICS

WITH APPLICATION TO THE PROBLEM OF PHOTOGRAPHING

ITS CLOUDS AND SURFACE

Yu. L. Biryukov, A. S. Fanfilov, and

L. G. Titarchuk

Estimate of cloud layer albedo and cloud cover optical thick- /106

ness. We shall use the dependence of the pressure P, temperature T,

and density p on the height h from [1, 2], and also the dependence

of the Venusian spherical albedo Asp h on wavelength A (curve 1 ins ph

Figure 1) obtained by Irvine from Earth observations [3].

We calculate the spherical albedo wavelength dependence Asp h (A)

under the assumption of absence of any aerosol component. For this,

we use the expression for the light flux leaving the atmosphere

Eout (ip) [4]:

Eout

where

(I + A)1(i- A) + ,/2Allk,

Sis the Sun's zenith distance; A is the albedo of the planet surface;

AT 0 is the total optical thickness of the atmosphere for Rayleigh
9g,X

molecular scattering; 7S is the spectral solar constant for the

planet. The corollary of (1) is the formula for Asp h ()

Asph (X) = 1 A (2)

Let us determine the basic data necessary for calculating

Asph (A). At the present time, no data are available on the Venus

surface albedo in the visible and IR parts of the spectrum;
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Therefore, for the analysis we shall use the known data on the

albedo of terrestrial and lunar rocks. Following [5], [6], we take

Amax = 0.4; Amm = 0.02; .= ,2.

By definition,

= Ja.(h)dh, (3)

where h is the height; H is the height of the upper edge of the

a, (h) is the Rayleigh scattering coefficient; AT is expressed in
gAX

terms of the scale height H, /107

AT,0 X = vAH., (4)

g,

where

= 32a, (n - 1) (3N'X'),

where n is the coefficient of refraction of the medium; N' is the

number of scattering particles per unit volume, equal to N'=(Np)/p;

N = 6.023 • 1023 is the Avogadro number; p is the density of the

gas; p is the molecular weight of the gas.

The refractivity n of the medium as a function of T and P is

n +P. (5)'

For the Venusian atmosphere the constant 8 = 0.13 deg/atm.

The scale height is found from the formula H, = (kT)/pg, where

k = 1.38 * l0-16 erg/deg is the Boltzmann constant; g is the gravity
force acceleration. As a result, we obtain the following expres-

sion for AT
0

AT0  = 322WP)'k (6)gX 3Np).'gT
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Figure 1. Spherical Figure 2. Self-radiation
albedo Asp h of Venus vs. of planet surface vs.

sph wavelength
wavelength

In calculating AT , we assumed that the Venusian atmosphere

consists entirely of carbon dioxide, and the atmospheric parameters

were.taken from [2].

Taking the surface albedo A = 0.2 and using (6), we obtain from

(2) the values of A (A). The results of AT and A (A) cal- /108
sph gA sph

culations are shown, respectively, in Table 1 and as curve 2 in

Figure 1. We see from the figure that significant absorption is

possible in the wavelength region shorter than 0.6 microns.

TABLE 1. SPHERICAL ALBEDO AND RAYLEIGH
OPTICAL THICKNESS*

0
X , ATgX, Asph Asph X, v ATg Asph Asph

gA,' sph sph

0,300 212,0 0,991, 0,994 0,700 7,06 0,85 0,923
0.400 67,0 0,989 0,9:-2 0,c00 4 15 0 770 0,903
0,500 27,4 0,954 0 965 0,900 2,59 0,686 0,995.
0,6268 11,2 0895 0,938 1,06 1;4 0.560 0 886

Commas represent decimal points.

Observations of Venus from the Earth indicate the existence of

dark details in the .upper layers of its atmosphere which are noted

only when using light filters which do not pass radiation longer
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than 0.6 microns. This is additional indirect confirmation of the

existence of absorption in the shortwave region.

In the wavelength region longer than 0.6 microns, the observed

spherical albedo is higher than the pure gaseous value. If we

assume the scattering of light in the wavelength region longer than

0.6 microns to be conservative, then we can evaluate the albedo of

the cloud layer which leads to excess of the observed spherical al-

bedo above the purely gaseous value. On the basis of [4], we have

the following expression for ealculating the cloud layer albedo:
-1

A = 1 - ( AT 1 (7)
11 - A 4 g1 1 - Asph

The calculation of Acl using (7) with underlying albedo surface

A = 0 - 0.4 shows that the former is practically constant over the

entire wavelength range from 0.62 to 1.06 microns, and equal to

0.87 - 0.88. This value is the lower estimate of the cloud layer

albedo, since we assumed no noticeable absorption. Assuming that

the constancy of the cloud layer albedo as a function of wavelength

is determined by the large size of the particles constituting the

cloud, on the basis of [4] we can calculate the cloud layer optical

thickness AT cl. These calculations lead to a value on the order of

60. On the other hand, assuming Acl constant and equal to 0.87 and

A = 0.2, we can calculate the spherical albedo for different wave-

lengths

A 0- 1T A
sp,A I4 gX 1- i- A

The calculation data, shown by the triangles in Figure 1, for X > /109

0.6 p agree well with the experimental values (curve 1). The cloud

optical thickness value ATcl % 60 also agrees well with the esti-

mates presented in [8] for the model with minimum H20 concentration.

124



Estimate of planetary surface self-radiation influence. We

shall calculate the self-radiation of the planet surface in the

wavelength region examined above in order to determine the longwave

limit of the imaging spectral band. The absolute energy distribu-

tion obtained from the formula I = eX B (Tn), where I is the

monochromatic intensity; E is the radiation coefficient; BX (Tn) is

the radiation intensity of a blackbody with temperature Tnn

Assuming the Venus surface to be a blackbody, i.e., e = 1,

and writing B (T ) in accordance with the Planck law, we obtain

I1 = (CX')/(ec.;Arn -'1), (8)

where C = 1.18 l 8 W* ster-1 * m- 2  4 ; C2 = 14,350 v deg;

Tn = 7680 K. The results of the planet surface self-radiation calcu-

lation using (8) are shown in Figure 2. The maximum monochromatic

intensity corresponds to the wavelength A max' which is determined

from the Wien displacement law Xmax T = 2880 p deg; hence,

max

Thus, if we select the longwave limit of the imaging spectral

range equal to one micron, the planet surface background self-

radiation will be practically eliminated. We have noted above that

the'experimental data indicate the possibility of significant radia-

tion absorption in the Venus atmosphere for A < 0.6 p. Therefore,

in the following calculations, we consider the spectral region

0.6 - 1 .

Estimate of light flux distribution as function of atmospheric

height. Since the values obtained for the wavelength dependence of

cloud layer albedo and optical thickness are quite realistic, there

is no basis to assume significant absorption in the subject range,

at least not in the upper layers of the atmosphere. In order to

obtain in the absence of absorption the lower estimate of the illu-

mination below some level above the planet surface, it is necessary
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to assume that the main mass of the aerosol component is located

above this level. For the specific calculations, we took as an

example the level corresponding to-a pressure of 0.56 atm, located

at a height of 57 km above the surface of the planet [2].

The formula for the light flux incident from the upper hemi- /110

sphere on an elementary area perpendicular to the radius vector at

a given point (i, h) has the form

1- A
1 1 sph,XE. (h,.) = -IS)Lcosi 1 1cosI , (9)

in 2 2 1 - AgX (h)

and the expression for AgX (h) is found as follows:

Ag (h) = -- I ag )' (10)
gI-A 4 9.,

where ATg, X(h) is the optical thickness of the layer of height

measured from the surface of the planet. The values of Asph,X are

taken from the data of Irvine (curve 1 in Figure 1).

The calculations of illumination distribution as a function of

height were made for four sun positions p = 00, 300, 600, 890 for

A = 0.6 P; 0.7 P; 0.8 P; 0.9 P (Figure 3a - d). The integral bright-

ness below the clouds (h = 57 km, P = 0.56 atm) in the wavelength

2
range from 0.6 to 1.06 p for = 0 is on the order of 400 W/m

These results depend on the accuracy of the determination of

Asp h and Agk. Change of the surface pressure by 15 - 20% has rela-

tively little influence on the determination of ATcl and the illumina-

tion below the clouds. However, increase of Asph,X by 3% leads to

doubling of ATcl and, therefore, to two-fold reduction of the illu-

mination below the clouds.
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Upper estimate of the observed contrasts. Since the Venus

cloud formations may have breaks, it is interesting from the view-

point of photographic possibilities to estimate the contrasts which

occur in this case. In order to obtain an upper estimate of such

contrasts, we must also assume that the major portion of the aerosol

component is in the upper parts of the atmosphere. However, if the

clouds are stratified to a significant degree, the observed con-

trasts may be significantly lower.

Since for a gaseous layer the scattering indicatrix is nearly

spherical, we can consider the edge of the gaseous layer to be an

orthotropic surface. For simplicity, we take the edge of the cloud

layer to be orthotropic. Then the contrasts, when viewing clouds

from above, can be calculated from the formula [4]

1 - (1- sp .

(1- AsphX)+ (11)

TABLE 2. CONTRASTS WHEN VIEWING CLOUDS
FROM ABOVE*

0__ . I 30 60- I 80 I 89'

0,626 0,061 0,054 0,042 0,030 0,024

0,700 0,104 0,032 0.070 0,050 0,040

0,800 0,200 0,182 0,133 0,094 0,076

0,900 0,294 0,269 0,197 0,137 0,110

*Commas represent decimal points.

We see from Table 2 that the contrasts K () above the clouds /

decrease with increase of W.

The contrasts determined using (11) are an average of the con-

trasts observed for zenith angles v. The contrasts K will actually

depend on 4. Specifically, near the reflecting indicatrix peaks

they will be higher than the contrasts shown in Table 2.



Estimates of surface optical parameters. The brightness char-

acteristics of the surface in the selected spectral band (0.6 - 1 P)
are determined by surface illumination and reflectivity. Since

nothing is known of the Venus surface albedo wavelength dependence,

we shall assume the reflected radiation spectrum to be analogous to

the incoming radiation spectrum. The surface reflectivity is char-

acterized by the brightness coefficient r =rof(i, e, T), where r0 is a

constant which determines the absolute value of the reflectivity;

f(i, e,)is a function defining the relative reflectivity change as a

function of the angles of incidence, i reflection e, and the differ-

ence c of the azimuths of the incident and reflected rays.

Because of the large optical thickness of the Venus atmosphere,

the illumination of its surface is accomplished entirely by-scat-

tered radiation. The radiation intensity at large optical depths is

independent of aximuth, but is a function of the zenith distance

[9];

I (ATcl + AT ' ,)=S(,,) sW. (12)

cl gX ' 0, )=Sa (0, 1) Cos T. (12)

The sky brightness coefficient ; (@, ) is written as

1 + 3Cos* ( - A) 1+cos O + 2AS( 13 )

4+(3-,) (AT, - + ATcl) (1 - A)
g,x cl

where X1 is the scattering indicatrix parameter averaged over the

entire thickness of the atmosphere. Therefore, the surface bright- /113

ness is independent of azimuth. For an orthotropic surface, the

brightness coefficient F is written in terms of the plane albedo A

[5] r=r0 =A/n , and the surface brightness is defined in terms of

its illumination B=rE=(A/n)E. Since no data are available on ab-

sorption in the Venus atmosphere, we shall determine the upper illu-

mination limit. In the pure scattering case, the surface illumina-

tion is determined by (9) for Ag equal to the surface albedo.

Figure 4a shows the dependence of the monochromatic surface
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Figure 4. Monochromatic and integral illumination
of planet surface

illumination E. as a function of wavelength for different values of

the surface albedo A and the sun zenith distance *- 800. Figure 4b

shows the analogous relation for various values of sun zenith dis-

tance * and the surface albedo A = 0.1. Figure 4c shows the
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monochromatic illumination E for various wavelengths .and the in-

tegral illumination E versus the surface albedo A for the sun

zenith distance P = 800. Figure 4d shows the same quantities as

functions of sun zenith distance * for the surface albedo A = 0.1.

Figure 4e shows the integral surface illumination (EnE, W/m
2 for

various surface albedo values.

Usually, in the case of directional illumination, the presence

of surface irregularities leads to the appearance of shadows and,
therefore, contrasts. Since direct solar radiation does not reach

the surface of Venus and it is illuminated by scattered radiation,

there are no shadows on its surface. However, contrasts may still

exist because of surface irregularities. The reason for this is the

fact that surfaces with different slopes are illuminated by radia-

tion fluxes enclosed in different solid angles and arriving from

different parts of the sky, which affects the spatial distribution

of the brightness of these surfaces. Let us consider the case when

the elementary areas are orthotropic. Then the expression for the

contrast can be written as follows:

Let us find the illumination of the elementary areas A, B, C (Fig-

ure 5a) in the immediate vicinity of their intersection. The illu-

mination in the elementary area is written as

E fIosaw,

where I is the radiation intensity and.m is the solid angle. In a

polar coordinate system with Z-axis directed along the normal to /114

the elementary surface, the solid angle element is equal to

do = sin Odedp

Then the illumination of the horizontal elementary area

d Icos#sin d0 (14)
1 3
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Figure 5. Contrast between areas A and B vs.
area slope:

a - schematic for calculating surface contrasts;
b - contrast between areas vs. 0; c - influence

of reflection indicatrix on the
contrasts

The radiation intensity at the surface is defined by (12). In

the expression (13), for (@, *) we introduce the following notations:
1+I - /cos tv

= + o = 1+A, c= ./,(l-A).  (15)

Then, o(O,*)-a(b+ccosv). Using (12), (14 - 15), we obtain the illu-

mination of the elementary A (Figure Sa)

X
Ix

EAJ d S s*a(b + ccos)cossin OdO = 2xScosta. (16)
S S

TheC and D can be obtained simfor the ilrluminations of the elementary areas /115be-
C and D can be obtained similarly. Neglecting mutual exposure be-

tween these elementary areas, we have

E =mscosa [-b(1+cosP)+j c(n-P+sfnPcos)J,
(17)

=scosva b(1+cosP)+ -c!sinP+(n-P)cosP1.
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Using (15 - 17), we obtain the expression for the contrast between

areas A and B as a function of the slope'of area B

KAB= E -E (1+A)(+cosP)-
iA

S(1 - A) [sin P + (it -P) cos P].

This relation is shown graphically for the surface albedos A = 0;

0.1; 0.2 in Fibure 5b. A similar relation can be obtained for the

contrast between areas B and C.

In the case of nonorthotropic elementary areas, the surface re-

flection indicatrix will also influence the spatial distribution of

the surface brightness. This is illustrated graphically in Figure

5c, which shows the brightness distribution of two specular surfaces:

horizontal and inclined.

Estimate of contrast decrease with altitude. The maximum sur-

face imaging altitude will be determined by the acceptable decrease

of surface contrast with increasing height above the surface. There-

fore, we need to obtain the dependence of the contrast decrease on

altitude for various wavelengths. The contrast at the height h can

be expressed in terms of the surface brightness Bs, the brightness

Bsc of the scattered radiation in the gas layer between the surface
sc

and the imaging camera, and the optical thickness At of this layer

as follows:

-AT -At
B e - B e

K s max s mine
Kh  -At

Bs max e BSC

Then the contrast decrease at height h, in comparison.with the con-

trast K0 at the surface is written as

KA . Bi-

- Bs max.
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Accounting for the surface brightness BscB = B - B e-A T , B is the

sc g s g

brightness of the gas layer, we obtain the expression for the con-

trast decrease with altitude in terms of the surface Es and gas /116

layer E illumination and the corresponding albedos - maximum Amaxg - max

and average A of the surface and average A of the gas
g

AT-
e A E -AE

KO/Kh = 1 +
Amax Es

Using Relations (9) and (10) and considering that in the present

case Ei (h, ) = E and AT (h) = AT, after transformations, we

obtain the contrast decrease as a function of gas layer optical

thickness AT for given surface albedos

_ + e (18)

The plot of KAKo-'&Ar)is shown in Figure 6a (we used A = 0.1;

max = 02)

U 4

1a b _ . ..

h*10 ,,

Figure 6. Contrast decrease as function of:

a - change of optical height AT above planet
surface; b - geometric height above surface
for small areas; c - same for large areas
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In order to relate the contrast decrease with the height change,

we need to know the connection between height and the corresponding

gas optical thickness.

In the polytropic atmosphere case,

r-Ailie = K. -Th)ITefglyITR

We can determine the contrast decrease with height for various

wavelengths from the functions Ko=f(Ar) and AT=f(h), This relation

is shown graphically in Figure 6b, where curve I corresponds to

X = 0.9 p, II - = 0.8 p; III -- = 0.7 w; IV -- X = 0.6 i.

According to [4], the contrasts between large areas which /117

arise as a result of difference of the albedos A 1 and A 2 of these

areas, vary with altitude following the formula

K/K 1+ 4 A Ah)] I + (1 -As) Avh) *. (19)

If 0.1 S A S A1  0.3, then with an adequate degree of accuracy,

A1 and A2 in (19) can be replaced by A= . 2'. The Relation (19)2

is shown graphically for - 0.1 and 0.2 in Figure 6c (curves I - IV

correspond to the same wavelengths as in Figure 6b).

The contrast decrease with height near the planet surface will

take place faster when the atmosphere is dusty. Calculations using

(18-. 19) yield maximum values of the optical image contrast in the

objective lens focal plane.
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DETERMINING SPACECRAFT AND AIRLANE.ANGULAR

ORIENTATION FROM STAR PHOTOGRAPUS

K. I. Elbakyan

The problem of exact spacecraft angular orientation determina- /118
tion arises in estimating the accuracy characteristics of spacecraft

orientation systems and airplane navigation equipment components.

Moreover, the determination of space photograph external orientation

elements is necessary in solving several problems of space geodesy.

The advantages of determining spacecraft angular orientation

from star photographs include the documental nature and objectivity

of the photographic image and also the high accuracy of construction

of the reference system based on the stars.

Use of the method presupposes installation aboard the vehicle

of a specialized photographic camera adapted for photographing the

stellar sky.

From the mathematical viewpoint, the essence of the method

amounts to the following:

i) certain directions in space are identified and their direc-

tion cosines are determined in a specified coordinate system;

2) the direction cosines of these same directions are deter-

mined relative to a coordinate system fixed with the vehicle;

3) the sought angular orientation of the vehicle is calculated

using the coupling equations between the specified and vehicle-fixed

coordinate systems.

In principle, vehicle angular orientation can be determined

relative to any given reference system.' If the reference system is
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the OX1 X 2X 3 equatorial system, the sought orientation is termed

absolute. We denote the vehicle-fixed coordinate system by OY1 Y2Y3.

Identifying in space n directions to heavenly bodies, we represent

their direction cosines in the equatorial system by the following

matrix

X" .. ,

where xln, x 2 n, x3n are the direction cosines of the unit direction

toward the star.

We represent the direction cosines of these same directions

relative to the system fixed with the vehicle in the form

Y U Yyu. u (2)

Then, uslngthe relations for the connection between the direction /119

cosines in two rectangular coordinate systems, we write

X-AY, (3)

where A is a matrix defining the rotation of one coordinate system

relative to the other. Since this rotation is unknown, the.problem

reduces -to finding the matrix A.

Considering the Relation (3) as the equation for finding the

matrix A, we note that its elements. must satisfy exactly the equa-

tions of orthogonality

A.A=£, detA= +1. (4)

An attempt to seek the solution without satisfying (4) leads to

nonorthogonality of the transformation and, therefore, to an in-

correct solution. Therefore, (3) and (4) must be solved jointly.
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It is interesting to note the conditions for existence of the

problem solution. We suppose that the solution exists, and use (3)

and (4) to find

X'X-Y'A'AY=Y'Y. (5)

In clarifying the sense of this condition, we note that it corresponds

to the geometric interpretation of an orthogonal transformation which

maintains angles between vectors and also maintains the orientation

of each selected vector triad. The resulting necessary conditions

for solution existence are, at the same time, sufficient.

.The presence of errors in the initial data, i.e., in the meas-

ured coordinate in either system, leads to a situation in which the

probability of absolutely exact satisfaction of the Conditions (5)

is negligibly small, and, consequently, the system (3), (4) is con-

tradictory. Therefore, a new problem arises of how to determine the

values of the unknown elements of the matrix A so that, in some

sense, all the equations of the System (3), (4) will be satisfied

with the smallest error. Here, it is important to note that the

Equalities (4), expressing orthogonality of the matrix A, must be

satisfied absolutely exactly, while the Equations (3) must be

satisfied optimally.

Depending on the optimality criterion adopted, the problem can

be solved by various methods: Chebyshev equalization, least squares,

and so on.

In the present case, it is better to use the least squares

method; then the equalization problem is formulated as follows:

find that matrix A for which the Condition (4) is satisfied

exactly and the sum of the squares of all the deviations (vii)

takes the smallest possible value _

8 3

(6)
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Omitting several transformations, we write the expression for
2 in the following form:

0'=2n- ahnks,

where mks are elements of the matrix M = XY'.

To solve the posed equalization problem by the least squares
method, we use the Lagrange multiplier method and form the auxiliary

function $ by adding to the expression for c2, terms containing the
undetermined multipliers U:

AD .e+ P, (a+ 4+.4)j+ ps(d'+ ah+ a2,) +
+ p (4 + a + L) + p (anA +aa + ana,) +
+ps.(ansaw+ asa+ asia,) + A.(as +an a3. + ana). (7)

Differentiating the function 0, we write the necessary condi-

tions for the existence of min e2 in the form

M7- M AliAT.(8)

where V is a symmetric matrix formed from the Lagrange multipliers

I'= P4 PS.. (9)

Then the system of equations for solving the problem is written
in final form as

Ap a-M (a); detA = + 1 (c);
A'A-E. (b); p' - p- (a).

Sihce (10) can have several solutions in its general form, and

among these there may be solutions providing not only min 2, but

also max e 2, it is advisable to determine the sufficient conditions /121
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for solution of the problem. We note that the matrixes A and U

are the unknowns when solving (10).

Since the sufficient condition for the minimum of a*function'of

several variables is positive definiteness oT its second differential

taken at a stationary point with respect to the independent variable,

we shall obtain the expression for this differential. The first

differential has the form

d -Sp (MdA'). (11)

Since the elements of the matrix dA' are connected by the con-

ditions, i.e., they are not independent, we write the connection be-

tween them and the independent increments using the following

relations

dA' = dQA'.

where

dQ = da + d 0
(dah d, 00)1

Then the value of the second differential of the function is

written as

'd = Sp (Ap da dOA) W p.= dww-

After performing several transformation, we write in the final form

W +.)(d)+(PI+ a)(d;.)+ (p-+ (12)

where 1, 2, pa are the eigenvalues of the matrix p.

Translator's note: Sp is incorrectly printed in the foreign text
as S

p,
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Analyzing (12), we note that for the existence of min 2 , it is
sufficient that the eigenvalues of the matrix U satisfy the in-

equalities

(6+i)>o ( +~)>0. ,+ 3) 0. (13)

The value of E2 obtained in this case is

=n-SpMA'= 2[n- + #j (14)

Generally speaking, the Conditions (13) can be satisfied for
several solutions of the system of equations (1) and, therefore, the

value of 2 will have several local minima. In accordance with the
Relition (14), we select that for which /122

+ P Ps+ P=max. (15)

Converting to the solution of the system consisting of (10a),

(10b), (10d), we write

p =p'A = pA',

M'M= pA'Ap = . (16)

Since det M'M 0, i.e., we consider the basic case when the rank of
the matrix is equal to three, the matrix M'M is symmetric with posi-

tive spectrum. The following expansion is valid for this matrix [1]:

il00\M'M=U U,. (17)

where XI 2' x3 are the eigenvalues of the matrix M'M; U is an

orthogonal matrix.

In accordance with (16). and (17), we write the matrix p in

the form
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rI;\0 0-o .()
U 0 U. (18)

The Condition (15) will be satisfied when the eigenvalues of the

matrix p are positive. With account for this, in accordance with

(1) and (18), we obtain the final expression for the sought matrix A

.0 ol

A-M =MU' 0 0 U.

0 0 -

This technique leads to a computational scheme for determining

the elements of the matrix A, consisting of the following operations:

1) calculation of the matrixes X and Y (1) and (2) and the

product M = XY';

2) calculation of the matrix M'M; /1

3) solution for the matrix M'M of the complete eigenvalue

problem* [2];

4) calculation of the matrix A.

An obvious advantage of the method is that we obtain an exact

solution of the equalization problem and reduce the solution process

to performing quite well known and well developed computational al-

gorithms of linear algebra. The uniqueness of the solution obtained

In place of the solution of the complete eigenvalue problem for the
matrix M'M, we can use the method of determining the principal values
for the matrix M. The latter leads to some simplification of the
computational scheme.
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N75 11432
follows unambiguously from the theorem on the polar expansion of
a nonsingular matrix [1].
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GEOGRAPHIC CORRELATION OF TELEVISION PICTURES

OBTAINED FROM WEATHER SATELLITES

A. V. Bushuyev

The geographical control of satellite pictures, using the termi- /123
nology of aerial photography, can be treated as the problem of analy-
sis of a single picture with the objective of obtaining a ground

contour map.

There are several methods for solving this problem: graphical
transformation of the pictures with the aid of perspective grids;
optico-mechanical transformation; analytic solution of the spatial
photogrammetric resection to determine the external orientation
elements, and calculation of the coordinates of the points being
determined.

According to our studies, graphical correlation using orbital
data provides an accuracy of + 20 - 30 km; using ground reference
points whose coordinates are known, the accuracy is + 6 km. In the
second case, the accuracy is quite acceptable for the solution of
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many practical problems in observing both clouds and sea ice. How-

ever, along with advantages such as simpaslity-and speed, the

graphical correlation method has significant- disadvantages: 
indi-

vidual pictures rather than the overall photographic model are re-

duced and analyzed, analysis of the pictures using careful geo-

graphical correlation requires considerable time, and errors in the /121

twofold "eyeball" conversion have a significant influence on the

accuracy.

The need for developing simple photogrammetric instruments for

real-time analysis of television pictures is obvious.

A method for optico-mechanical transformation of.the television

pictures of the "Meteor" system has been developed at the Arctic In-

stitute, and a prototype of the scanner

and the projector for the assembled pic-

tures has been fabricated in the experi-

mental shops of the institute.

The scanner, whose schematic is

shown in the figure, provides the possi-

bility for transforming negatives di-

rectly and positive prints ("reflection" Schematic of scanner:

transformation). 1 - negative being
transformed; 2 - ob-
jective; 3 - cassette

A diapositive of the expanded

double picture, having the form of two

trapezoids aligned with shift of the short sides, is obtained on

standard 35-mm movie film installed in the scanner cassette.

The resulting diapositive is projected with the aid of a special

projector fabricated from a "multiplex" projector onto a planar base

(chart of the corresponding projection). The best alignment of. the

fiducial points of the picture and map is obtained by altering the

scale and tilt. After this, the boundaries and edges are trans-

ferred to the map or photographic paper is exposed for subsequent

composition of the photographic map.
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The studies conducted showed the possibility and capability of
the method of composing photographic maps from transformed televi-

sion pictures. It should be noted that the process of mounting the

large number of pictures is time-consuming when performing the

operations using the technique described above.

Optico-mechanical transformation solves the problem of geo-
graphical correlation for operational purpoas._, However, this tech-

nique does not compensate for electronic distortion, and accounts

for Earth sphericity only approximately. However, for certain pur-

poses (studying ice drift), the maximum possible accuracy is re-

quired.. Therefore, the analytic geographical correlation methods

using digital computers should be considered promising.
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GEOGRAPHICAL CORRELATION OF TV AND IR IMAGES

OBTAINED FROM WEATHER SATELLITES

Ya. L. Ziman, B. V. Nepoklonov, and

B. N. Rodionov

The requirements on the accuracy of geographical correlation

of TV and IR cloud cover images are determined by the objective. of

the analysis of the weather information contained in these images.

In the operational analysis case, the correlation accuracy need not

be high. Errors of several tens of kilometers in determining the

location of the cloud formation contours are considered acceptable

in this case. Such correlation must be provided in real image re-

ception time. Scientific studies require accurate correlation of

the cloud formation contours. The errors in determining their posi-

tion should be commensurate with the imaging system resolution.

In the present article, we discuss the geometric aspects of

developing methods and equipment for geographical correlation of

television and infrared images of cloud cover taken from the Meteor

satellites.

I.

Regardless of the technique used for obtaining and recording

the images and the required geographical correlation precision, the

geometric basis is the same and is described by the fundamental

equations of iconometry - the equations connecting the coordinates

of ground-points and their images and the equations of the selected /

cartographic projections. Several coordinate systems are employed

to describe these equations.

In the OXYZ geocentric coordinate system, the origin is located

at the center of the Earth, the OZ axis is directed along the Earth's

rotation axis, and the OX axis lies in the plane of the Greenwich
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meridian. In the SX"Y"Z" orbital frame, the origin is at the pro-

jection center of the imaging device, the SZ" axis is directed along

the satellite geocentric radius-vector, and the SX" abscissa axis

lies in the orbital plane in the direction of flight. The body sys-

tem Sx'y'z' has its origin at the imaging device projection center.

The system axes coincide with the spacecraft structural axes. In

the oriented position of the satellite, the body system coincides

with the orbital system to within-the errors of orientation system

operation.

In the Sxyz imaging device coordinate system, the origin lies

at the imaging device projection center. For the TV cameras, we

align the Sz axis along the direction of the optical axis, the ab-
scissa Sx and ordinate Sy axes are defined by coordinate markes pro-

vided on the vidicon faceplate. For the scanning radiometer, we

direct the Sx abscissa axis along the objective optical axis and the

Sz axis in the plane containing the normal to the scanning mirror at

the initial instant of time tO.

We express the rotations when converting from one coordinate

system to another by the following formulas

.C . C (Ls, Vs, As);

SB-=B(ao,,),

where ro.2s o, ,;o are the unit vectors of the same directions in the

coordinate systems which we have selected; 8, L87A8 are the geo-

centric latitude, longitude, and azimuth of the satellite SX" axis;

.0, are the satellite yaw, pitch, and roll angles; al.wy are the
imaging device installation angles in the reference coordinate

system.

II.

We find the geocentric coordinates R (xyz) of the cloud forma-

tion points from the measured coordinates r4(xyz) of their images by
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joint solution of the fundamental equatios (2)Y. connecting the

ground points and their images /127

S9 = QrQ, (2)

=R(cos cosL , + cos sin LT + sin 6J), (3)

where jR (XsYsZs) is the satellite geocentric radius-vector; QT is the

transpose of the matrix

Q=BTC: (4)

0, L are the geocentric coordinates of the current point; s,_j_,, are

the unit vectors of the geocentric coordinate system. We express the

vector 4 of the image point in terms of the direction cosines 
Z1, m,

n of the corresponding projecting (scanning) ray

=(5)

The geocentric radius-vector of the photographed point is

r I + . (6)

Here, ase' are the semimajor axis and the second eccentricity of

the terrestrial ellipsoid; h is the height of the point being de-

fined above the reference ellipsoid.

The initial values necessary for the problem solution are the

satellite coordinates and the angles iO,y.

The satellite coordinates are defined by the osculating ele-

ments of its orbit at the moment the image of the desired point

is obtained.

The satellite orbital parameters are determined from analysis

of trajectory measurements. The angles p,_,y are measured by the

vehicle orientation system sensors and are telemetered to the Earth.

The algorithm for determining cloud formation point coordinates

is the same for images-obtained by both framing television systems
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and scanning radiometers. The only difference lies in determining

the direction of the projecting and scanning rays.

When analyzing the TV picture point coordinate measurements,

the direction cosines of the projecting rays are determined just as

in the analysis of aerial photographs [1, 2].

The direction cosines of the scanning rays-are defined by the

formulas

-IL(1- cos p), (7)
n = sinp - ( - cosp) - sin 20,
n - cos P - p sin' P,

where 8 is the scan angle; po are the direction angles of the scan- /128

ning mirror rotation axis (scanning axis) in the radiometer Sxyz

coordinate system. The scan angle 8 is found from the measured

image ordinate

where 0is the scan velocity; V1 is the ground-based photorecorder

line scan velocity.

The scan velocity wa, time to0 , angles p and v are the icono-

metric parameters of the radiometer.

The stereographic and Mercator projections are used in compos-

ing synoptic charts. In order to determine the coordinates of the

sought point in these projections, it is necessary to convert under

the condition of conformal representation of the ellipsoid on the

sphere from the rectangular geocentric coordinates to the geographic

latitudes 0 and longitudes X. To within ea , these coordinates

are equal to

y= arctg Artg Y/X. (9)
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Using the projection equations, we find in the projection 
the

rectangular coordinates xk and Yk of the point being determined.

For example, for the stereographic projection, we obtain

X,- 2MR cN2s) k =2MR, j--i.

X+s-2MR ). @sysinq (10)
- +sMA ~ i*+shny

where M is the scale factor; R% is the radius of the terrestrial

sphere.

Realization of the described exact algorithm for transforming

the image into a cartographic projection is possible only by analytic

m4thods. Here, the use of digital computers permits complete auto-

mation of geographic correlation of TV and IR images. However, the

time spent on entering, transforming, and outputing a single TV

picture is large, and amounts to more than an hour with a computer

operating speed of 10
6 operations per second. This limits the use

of digital computers for real-time geographical correlation of 
the

cloud cover images obtained.

III.

The exact formulas for transforming images into the cartographic

projection can be approximated theoretically with any accuracy by

power-law polynomials of the form

xh = go + a + any + auxy + az'x'+.aOg+ a;,xy + auxy'+...

= bo + blx + by + bxy + bx' + bo," + bnx'y+bvxy +.... (11)

Coordinate transformations of this sort can be modeled on special-

ized analog electronic computers. In such computers, we can control

the electron beam tube sweeps, transforming the TV raster in ac-

cordance with the Relations (11). If this transformed raster is

modulated by the video signal of the original image, we obtain the

transformed image on the tube screen.
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The idea of such electronic transformation was realized in the

cartographic transformer of M. P. Bordyukov. However, in this trans-

former, control of the scanning units is accomplished manually.

Moreover, it did not permit applying to the image the geographical

coordinate grid on the basis of which the transformation is monitored.

Therefore, a specialized electronic transformation and correla-

tion system was developed and constructed for geographical correla-

tion of the TV cloud images obtained from the Meteor satellites [3].

In this system, picture transformation is performed into a

special cartographic projection, which provides the possibility of

constructing continuous orbital montages from the pictures. The

studies made permitted us to find such a projection, defined by the

equations

a= M (R+H)(D+H(t-cos)cos0sine
S+(i-cos L) cs0

cos 0 sin L
0 -(i-cosL)cosI' (12)

where H is the projection constant (flight altitude); M is the

scale factor.

Transformation of the TV pictures into this projection is ac-

complished using the formulas

x=MH ' cos (A, - *)+y'sin(A.-)xa=-MH

(13)

- -MH Z' sin (A,-*) +y' cos (A, - )

where /130

(j:) T (Br ; ( 14)

f is the imaging camera focal length, reduced to the scale of the

image recorded on the ground. The systematic error of these formulas

amounts to 6 km for a strip width of 1000 km.
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Experimental operation of the electronic transformation and

correlation system for real-time analysis of TV pictures confirmed

the advisability of using for geographical correlation, specialized

analog computers to perform the geographical correlation in real

time.

IV.

Along with this technique of electronic analog transformation

of the TV images, we developed techniques for graphoanalytic geo-

graphical correlation of the images. Such techniques use for geo-

graphical correlation of the images auxiliary transformation grids

which permit the entire transformation or its individual subprocesses

to be performed graphically by linear interpolation.

It is advisable that transformation of the images into any

cartographic .projection be performed using grids representing the

image of the parallels and meridians in the projection of these

images. For the framing TV pictures, the projection of the geo-

graphic coordinate grid on the picture is defined by the Equations (2).

In constructing such a grid for images obtained by scanning

radiometers, we need to determine the time tsc of scanning ray pass-

age through the Earth's surface points which are the intersections

of the meridians and parallels. This time can be found from the

solution of the equation of the scalar product of the geocentric

radius-vector RC of the grid node and the unit vector 12 of the

orbital coordinate system abscissa axis under the condition that

this product equal zero.

Nis o. (15)

The calculation can be performed by successive approximations. We

first find the time tsc without account for the yaw, pitch and roll

angles. Then the satellite orientation angles are selected on the

basis of the time found and the spatial orientation of the unit
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vector 12 is refined. After solving (15), we again refine the time

of scanning ray passage through the specified geographic grid node /131

and, after two or three approximations, this time is found with the

required accuracy. This time defines the corresponding panorama

line, and then we use the scan angle and Formula (8) to calculate

the ordinate on the panorama of the corresponding geographic grid

node.

The grids can be constructed in this fashion only after per-

forming the photography and obtaining data on spacecraft orientation.

Transformation grids were constructed for operational geo-

graphic correlation which permit scaling the resulting images and

transforming them into the selected projection without account_ for

the spacecraft yaw, pitch,. and roll angles. This grid formed squares
with 2-cm sides on the resulting map.

The calculation of such grids for the TV pictures was made

using (2), in which the projection center coordinates were taken

equal to XS = 0, YS = 0, Zsc = h, and the elements of the matrix Q

were calculated using the TV camera mounting angles a, W, K.

In calculating the grids for the panoramas, the abscissas of

the grid nodes were determined by using the minute marks on the sat-

ellite velocity; for calculating their ordinates, - we used (8).

In this case, the panoramas were artificially framed.

Geographical correlation of the images was accomplished simul-

taneously with their analysis on special light tables by redrawing

cloud cover contours onto a blank with the geographic coordinate

grid printed on a transparent base. The blank was superposed on the

grid with respect to the satellite coordinates, and was oriented to

the azimuth A of the sx abscissa axis with account for the yaw angle.
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Account for the pitch and roll angles was accomplished by displacing

the center of the grid superposed on the picture by the magnitudes

Ax=-~0, Ay = -fT. (16)

The systematic error of this geographical correlation process

for the edge of the picture, when the picture covers a strip 500 km

wide on the ground, does not exceed 12 km.

The techniques described were used in analysis of TV and IR

images obtained from the Soviet weather satellites. The results of

this study made it possible to draw the following conclusions.

When performing the geographical correlation analytically on

digital computers, the problem is solved most exactly but consider-

able time is expended, particularly on image input into and output /

from the computer. For real-time analytic handling, it is necessary

to develop specialized systems for video information introduction

into the computer directly from the receivers, as the information

arrives from the spacecraft, and specialized output devices which

permit obtaining at the exit weather maps of the photographed forma-

tions with the results of their nephanalysis.

Most effective is the method of geographical correlation on

specialized electronic analog computers. In standardizing the on-

board weather satellite imaging equipment, it is advisable to outfit

the ground stations for image reception with instruments of this

type which process the video information in real time and generate

photographic maps of the photographed routes.

When a large number of weather analysts are available, the

graphico-analytic method satisfies the requirements of real-time

processing and can be recommended in the absence of specialized

analog electronic computers.
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SYSTEM FOR ELECTRONIC TRANSFORMATION AND GEOGRAPHIC

CORRELATION OF SATELLITE TELEVISION INFORMATION

V. P. Dubenskiy, B. L. Nemkovskiy,

B. N. Rodionov

System purpose and characteristics. One of the basic stages in

processing the television information coming from weather satellites

is the geographical correlation of this information and preparation

of cloud cover photographic maps. The use for these purposes of

manual methods with application of pre-calculated grids cannot pro-

vide the operational speed and required economics of these operations,

since this requires a large staff of highly qualified personnel.

The authors have developed for the Meteor space weather system

an electronic transformation and correlation (ETC) system which pro-

vides transformation and scaling of the original picture with ac-

count for satellite flight altitude and inclinations of the optical /133

axes of the transmitting devices, with simuIaneous superposing of

the geographical coordinate grid on the transformed picture.
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The weather satellites used in the Meteor system are injected

into a circular near-polar orbit with altitude on the order of 600

km. In order to ensure the required width of doverage on the ground

(1000 km), two TV cameras are installed aboard the satellite ana

their optical axes are tilted at an angle on the order of 200 to the

satellite vertical axis. The shutter of the second camera triggers

10 seconds after that of the first camera. The image stores on the

vidicon photosensitive layer is read out and stored with the aid of

an onboard tape recorder. Code signals containing information on

the number of each pair of frames are also included in the video

signal. Accelerated transmission of the stored information is ac-

complished as the satellite flies over the ground station. This

information is also stored on magnetic tape at the ground station.

In addition to TV and other forms of weather information, data on

spacecraft angular orientation at the moments of exposure of each

pair of frames arrive at the ground .station over the telemetry

channel.

The ETC system was used to process the image signals coming

from the Kosmos 122, 144, 156, and other satellites, and showed

good results.

The processing was organized as follows. Prior to beginning

the communications session, tables of the predicted coordinates of

the subsatellite point and the flight altitude corresponding to the

times of exposure of each pair of frames were generated by the ETC.

Upon termination of the communication session, the angular orienta-

tion parameters arriving over the telemetry channel were generated.

The magnetic film stored in the ground-based video magnetic tape

recorder was reproduced on the tape recorder forming part of the

ETC. The geographic coordinates of the subsatellite point and the

satellite angular orientation parameters (pitch, roll, and yaw

angles) were introduced for each frame pair from the ETC control

panel. The frames obtained by the two transmitting cameras were

reproduced on the photorecorder CRT screen. This provided for pair-

wise mounting of the frames and their recording on 19-cm photographic

film. Transformation and scaling of the image were accomplished by
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giving the proper shape to the line and frame scan signals applied

to the photorecorder cathode ray tube deflection system. This

operation was performed by a special unit - an analog converter.

The geographic coordinate grid signal was combined with the recorded

signal for geographic correlation of the images. This coordinate /134

grid signal was formed with the aid of a scanning beam system which

read out the grid image from a transparent glass template.

The geographic grid used for the correlation was made using a

special zonal projection with identification of the meridians; the

longitude was indicated in the legend printed on the margins of the

image, together with several other data (frame number, geographical

correlation parameters, satellite angular orientation, and so on).

Block diagram of ETC system. The ETC equipment isa closed-

circuit television system whose scans are controlled by a special

analog computer (scan

converter). It con-

sists of the following I Input

basic units and devices

(Figure 1). 4 0 1

~~~Vi d e  " "

The video magnetic -

tape-recorder is 1; 2 is Grid

the sync generator; 3 is

the analog scan convert-
Inpus

er; 4 is the scan ampli- i-- - nput A T

fier; 5 is the video

amplifier; 6 is the geo- Figure 1. Simplified block diagram of
'ETC system

graphic grid input unit;ETC 
system

7 is the photorecorder.

The video magnetic tape recorder in the ETC system operates in

the start-stop mode. A single frame pair is handled in each cycle.

Since the instant of exposure of the second frame (half-frame) of

the pair is rigidly fixed relative to the first frame, the geographic

correlation and angular orientation parameters are introduced
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simultaneously into both half-frames, and the image of the second

half-frame is shifted relative to the first by a magnitude deter-

mined by the satellite flight altitude and yaw angle at the instant

of exposure.

Upon video magnetic tape recorder activation, the photorecorder

camera shutter opens. The frame and line sync pulses coming from the

video magnetic tape recorder trigger the ETC sync generator. The

latter generates the linear X and Y scan signals, and the nonlinear /135

components dX and dY, which are fed to the analog scan converter.

The converter forms scan signals of the required shape, in

accordance with the magnitudes of the roll and pitch angles. Then

the signals pass through a regulator, which alters their scale in

accordance with the flight altitude, are amplified, and are fed to

the photorecorder cathode ray tube deflection system.

After amplification, these same transformed scan signals are

fed to the geographic grid input unit. The latter includes a scan-

ning beam tube, photoelectronic multiplier (PEM), and glass template

which is set by a mechanical system in a position corresponding to

the coordinates of the subsatellite point. The corresponding grid

segment is read out with the aid of the PEM, and the resulting signal

is combined with the received video signal.

Upon termination of the cycle, the video magnetic tape recorder

stops, the photorecorder shutter closes, and the exposed segment

film is advanced. Then new values of the angular orientation and

geographic coordinates are introduced, after which the cycle repeats.

A set of reference grids, corresponding to different flight

altitudes and different satellite tilt angles, were prepared in

order to align the system. These grids were made to the same scale

as the image. Alignment was accomplished by placing the grids on

the photorecorder camera pressure glass, and selecting the ampli-

tudes of the transformed signal components, so as to ensure.
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coincidence of the lines of the grid reproduced on the cathode ray

tube screen and the reference grids. This alignment was later re-

peated several times in order to verify the stability of the system.

Experience showed that realignment is not required for operation of

the ETC system in the course of 6 - 7 hours, nor when activating the

system after an interruption of several days.

Characteristics of the ETC system. One of the most specific

circuit features of the ETC system is the analog scan signal con-

verter. The distortions caused by Earth's surface curvature were not

co-sidered in developing the ETC system, since the flight altitude

was on the order of 600 - 700 km, and a special zonal projection was

used for correlation. In this case, the primary role is played by

the perspective distortions associated with tilt of the transmitting

camera optical axes relative to the local vertical, and those due to

the installation angle and variability of the satellite geometric

axis position in space.

The following considerations formed the basis for development

of the scan converter.

It is well known that in order to obtain the connection between /136

the coordinates of the transformed and nontransformed photographs,

it is necessary to use the matrixes of transformed photograph coor-

dinate axes rotations through the three Euler angles. In the present

case, we use the yaw *, pitch e, and roll y' angles, information on

which came from onboard the satellite. The angle y consists of two

parts: the installation angle y0 and the roll angle proper y. Gener-

ation of the yaw angle in the ETC system is accomplished mechanically

by rotation of the deflection system mounted on the neck of the scan-

ning beam tube. The image of the geographic grid is thus rotated

through the required angle. The analog converter generates only the

pitch e and roll y=y0+y angles.

The connection between the transformed and nontransformed pic-

ture coordinates is expressed by the following well-known formulas:
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XG --- h aux+ai2 g-a ,h yo =_/ ax+any-a (1
aux + any -ah ax + any- anh '

where h is the flight altitude and focal length, referred to unit

scale of the transformed image.

The coefficients aij are found from the matrixes:

Scos 0 sin [x
-= 0 1 0 ,

- sinO 0 cosO Lz[ 1 -0 o 0 1
0 cosy' -sin' y (2)

Ll [.0 sin ' Cos : Ly I

hence, substituting these coefficients into (1), we obtain

XO=h xcosO0+ysin0sinT -hsinOcsT'
.thcos 0 cos +' +xsinO-y cosO sinT ' (3)

Y=h ycosT'+hsinT'
A csO c0 cos' T+ xsin 0 - y cos 0 sn T'

If we consider the quantities 6 and y' sufficiently small, after

expanding (3) into a Taylor series and some regrouping of terms, we

obtain

X0* =-hO + (x -. 02 + (x-;0 (y +/ y

(4)

These formulas describe converter operation quite well for /137

small tilt angles; in this case, the accuracy is about 0.5%.

However, the existence of the installation angles y0 does not

permit considering the quantity y' small; considering that the roll

angle y is small (does not exceed 50), we can assume that the angles

y and y0 are independent of one another and can be generated sepa-

rately. In final form, the formulas describing the operation of the

ETC system converter are:
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Xo = Cxo + (x + kx) + (x + kox) (y +k- + ky) (k,. + k),

yO = Cy0 + Cy, + (y + k.y' + ky) + (5)

+(Y +k,. +ky')(x+kx k ,

where Cxo , Cy y, Cy0 are raster shifts through the angles 
O, y, YO'

respectively; k ,, k , k *are weighting coefficients which indicate

in what proportion the corresponding scan signal components 
are

introduced.

We see from (4) and (5) that the complete X and Y scan output

signals contain: constant components, nonlinear components (quadratic

parabolas), and components which are the product of the sum 
of linear

and nonlinear components of one signal by the same sum 
of the other

signal. These components are determined by the magnitudes 
of the /138

tilt angles. As indicated above, the selection of the component

levels to ensure generation of the installation angle 
y0 is accom-

plished with the aid of reference grids. As a result of this, the

corresponding weighting coefficients were proportional 
to functions

of the angle. Generation of the variable tilt angles 6 and y was

accomplished with the aid of a relay register. Using the reference

grids, we selected signal component levels corresponding 
to the

limiting tilt angle values, and in the interval between 
these values

the weighting coefficients were varied linearly, i.e., 
in proportion

to the magnitudes of the angles themselves.

A block diagram of the converter is shown in Figure 2. The

maximum transformation error is determined by the fact 
that the scan

output signals do not contain components proportional to the cube

of the input signal. In developing the ETC system, it was con-

sidered that these components could be ignored, since this 
would

require equipment complication which was not 
justified by the ac-

curacy obtained. Moreover, the absence of these components is

partly compensated by the distortions inherent 
in the photorecorder

cathode ray tube used, and this was taken into consideration 
during

calibration.

*Translator's Note: Incorrectly cited as k in foreign text.

161



|A

" '-

+ + /I ' '

Figure 2. Simplified block diagram of ETC system converter

Parameters of the ETC system and possible improvement techniques.

Structurally, the ETC system is made in two standard four-section

cabinets, between which there is located a nonstandard cabinet with /139

the mechanical devices and control panel arranged thereon. The

photorecorder is portable, and is connected with the remainder of

the system by a cable. This recorder includes a cathode ray tube

with deflection and focusing systems and other auxiliary devices,

and a photocamera with film advance device and a unit to imprint the

legend. The arrangement of the ETC system units is shown in Figure 3.

As a result of experience in developing and operating the ETC

system, it should be noted that a feature of the analog systems is

the possibility of ensuring quite high information processing speed

(up to 10 frames/sec or more), although with limited accuracy.

Therefore, such systems can be used for information processing in

real time. From the economic viewpoint, the use of analog systems

for processing the information from weather satellites is more favor-

able than the use of digital computers, which must have very high

operating speeds to provide immediate processing (for real time

operation, the speed must be on the order of l07 op/sec). Experi-

ence in processing the images from weather satellites of the Meteor
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Figure 3. Location of ETC system units:

Al - sync generator; A2 - auxiliary circuit unit;
A3 - quantizer; A4 - power supply; B1 - trans-
mitting and monitor tube scan amplifiers; B2 -
photorecorder scan amplifier and shift mixers;
B3 - converter; B4 - power supply; B5 - photo-
recorder scan amplifier and power supply; Cl -
control panel; 03 - cycle programmer;.C4 -- PEM;

C5-d - 15-kV rectifier; C6 - 27-V rectifier

system shows that even with manual information input, the processing

of all the frames obtained during a single communications period

requires no more than 20 - 30 minutes (without consideringthe sub-

sequent photochemical processing, whose duration is the same for all

cases).

The ETC system made is possible to obtain high-quality images

with satisfactory halftone transmission and the required correlation

accuracy. Using the uncontrolled montage method, it is possible to

obtain quite quickly a photomap of the cloud cover segment photo-

graphed during a single orbit.

It appears to us that the possible ways to improve processing

quality and, first of all, speed, should be sought in automation of

devices similar to the ETC system. Here, the basic question is

automation of the correlation operation, consisting in superposing

the geographic coordinate grid on the distortion-free image. As for
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automation of the transformation operation, this problem was essen-

tially solved in the ETC system.

In conclusion, we should note that such important problems as

improving correlation accuracy and increasing the resolution can

be solved basically by creating onboard devices with suitable para-

meters: here the analog transformation and correlation systems do

not impose any significant limitations.
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N75 11435
GEOGRAPHICAL CORRELATION OF EARTH CLOUD COVER PICTURES

OBTAINED FROM UNORIENTED SATELLITES

V. I. Solov'yev

The geographical correlation of pictures received from Earth

satellites, i.e., the determination of the geographic coordinates

0i and Xi of the image point with the coordinates xi and yi, can be

accomplished using the Formulas (1) - (5)

q -arctg Z f (1)

= arctg (2)

IrXr aa1 a13  bb11 12b13  (1 c1ic) Xs
Yr, = a k a,,aga. bubt b • c21Ccu, . 1 + S (3)Zn Iafta32a. 3 bub32b3 X,~~c I+ X
Zri a bsb jb C31C32C33 f Zs

k, fH + R(I - coseo) [H+ ixb + ylb + b-.' arcs'n sin -0 4

tg = .V (xb,1 + ybjj + 1b,,)' + (xb +4. yb" + fb,,)'

xbn + Mbs + lbu * ( 5)

where XS, YS, ZS are the satellite geocentric coordinates at the

ihstant of exposure; xi, Y are the image point coordinates; a, b, c /141

are the elements of the orthogonal transformation matrices; ki is the

scale factor, H is the satellite altitude, and f is the focal length

of the imaging camera.

The matrix elements c are defined by the imaging camera installa-

tion angles relative to the satellite structural axes. The matrix

elements b are defined in terms of the three satellite angular orien-

tation parameters: pitch e, roll y, and yaw p. The values of the

coefficients a are determined from the known values of the geographic

coordinates *N and XN of the subsatellite point and the azimuth AV

of the satellite absolute velocity vector at h'is point.

*In deriving the formulas the earth was-taken to be a sphere of

radius R). 165



Characteristic of Earth's cloud cover imaging from nonmeteoro-

logical satellites is the absence of data on the angular orientation

of the imaging camera relative to the local vertical at the instant

of photographing.

In order to determine the angular orientation elements o. y, and

* (with the objective of subsequent use of these values to calculate

the matrix elements b and realize the aforementioned analytic geo-

graphical correlation method),

it is proposed that we use .

the images of geographic fea-

tures present on the pictures, "

which may be the outlines of Ys

continental coastlines, courses I -

of large rivers and canals, ,

and so on. /
I,

The coordinate systems and /

notations used in the following

analysis are shown in Figure 1,

where OXFYFZ r is a rectangular /

.geocentric coordinate system

whose origin coincides with the

center of the sphere of radius Zr

R; the OZr axis is directed to-

ward the North Pole, and the

OXr axis lies in the plane of

the zero meridian. Figure 1. Rectangular coordinate
hi systems

In the general case, the imaging camera coordinate system Sxyz

coincides with the satellite structural axes system.

SX BZB is an auxiliary rectangular coordinate system whose SZB

axis is directed along the local vertical, and SXB axis coincides
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With the direction of the satellite absolute velocity vector. M is

a point of the Earth's surface with known geographic coordinates M

and XM (XrM, YrM' ZFM are its coordinates in the rectangular geocen-

tric system, and xm, Ym are the coordinates of the identified point

in the image plane).

In the subject problem, the known parameters are the satellite

coordinates at the instant of photographing, and the coordinates of

the geographic features on the ground and on the picture. Deter-

mination of the angular orientation elements is accomplished by means

of transformation formulas utilizing series expansion of trigono-

metric functions of small angles. The problem is solved by succes-

sive approximations.

A minimum of two geographical features must be identified on the

picture for the solution of the problem by the proposed method.

Specifying the initial values of the picture angular orientation

elements 0, y, q, the following formulas are used to calculate the

rectangular coordinates of the identified points in the auxiliary /142

coordinate system:

ZA= -- (H + R ( - Cos )],

X. = Z. = Z xb, + yb,, + t,, (6)
8' bn + 9 b~a flb

Va = Z Zaxbn + vb + lb,' bU + ba + lb,(y1 "q Z _ n + ybn + fbts
rB = .--i z..n + yb= + 1b23"

The transformation formulas (6) mean that the inclined picture

plane is referred to the horizontal plane Sx'y' coinciding with the

plane SXBYB, and the new calculated image point coordinates (x', y', /143

z')are reduced to a scale equal to XB/z'.

These same rectangular coordinates of the identified points in

the auxiliary coordinate system can be obtained if their geographic
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coordinates and the geographic coordinates of the subsatellite point

at the same instant of photographing are known

X, = (XrM - Xrs) al + (YrM - Yrs) ag + (ZrM - Zrs) a31,

Y,= (Xrm -Xrs) a + (Yrm - Yrs) ag + (Zrm - Zrs) a2, (7)

Z = (XrM - Xrs) aJ, + (YrM - Yrs) a, + (Zrm - Zrs) a3.

If the angular orientation elements 0,y, are known exactly,

then XB, YB, ZB, found using (6), coincide with the values X31,Z3 of

the same points found using (7). In the case when the angles O,V,

are known with some error, which occurs in the subject case, then

the differences AX=Xs3-X , AY=Ya3-Y, and AZ=Z3-Za will be nonzero.

This means that the Sx'y' plane to which the picture is reduced does

not coincide with the horizontal plane SXBYB. The angles AO',Ay .

and A characterizing the rotation of the unit vectors of the system,

associated with the plane Sx'y' relative to the unit vectors of the

system SXBYpZP, are called the residual tilt angles. In order to

establish the connection between these angles and the errors AX, AY,

we write the re-transformation formulas. Since upon re-transforma-

tion, the values of XB' and YB' should equal the values of X 3 and Y

found using (7), the right sides of the transformation formulas may

be equated, respectively, to the values of X and Y .3 With account

for smallness of the angles AO',Av', A*', the re-transformation

formulas reduce to the form

X3= Bx'sA-- By'sInAd +Zj(Ay'sin A+A'csAAT).
(8)

Ya = x' sin A + L y' cos AV + Z; (AO'sin A4 - At' cos AV).

We substitute into these expressions the coordinates of the

two identified points, and subtract from the equations of the first

point the corresponding equations of the second. Setting (ZB,)(ZB,),

we obtain
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AX3 = - Ax' cos At + Ay'sin Al,

AY3 . - As' sin A, + , , cos At, (9)

where 
/144

AX3 =(X3)-(X3),, A'= x-x2

AY3 = (YA) - (Ya)s, Ay' Y, - Ys

From (9), we can find A4:

A (0
Al= arcsin {-}. (10)

where

A= AX3Ag'- AYSAx', =B [(Ax')' + (Ag')l.

After finding the angle Ai, we can find the quantities AOL and Ay':

A' (X 3  cos A + Y3 in A) -XB,

Za(X8 sin Ap *--Y3 cos &$) -Y
zT3  *(11)
z,

where the values of XB, YB' ZB are calculated using (6).

The quantities AO' and Ay' are the residual pitch and roll angles

relative to the intermediate axes Sx' and Sy', obtained as a result

of the first transformation using (6). The angles 0 and 6, which

require refinement, are measured relative to the Sx and 
Sy axes;

therefore, the magnitudes of the corrections obtained should 
also be

referred to these axes. Since the angle between the Sxy and Sx'y'

frames is equal to the angle ', it is known that transformation of

the residual angles AO" and Ay' into the quantities AO and Ay can be

accomplished using the coordinate system rotation formulas

A =, AO'cosp-Ay'sin 4, A T= AO'sin * +A'c A Cos4. (12)
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Substituting (11) into (12), we finally obtain

IX cos (1' + A*) + Y3 sin (, + At)] - [X8 cos + Y 3 sin $1

28
(13)

AT X3 Sin (P+ A*) -Y3 Cos (tP+ P)] - [xisin -YBcos)

Za

The sought orientation angles are obtained as the sum of the

values obtained in several successive approximation

Characteristic of Earth's surface imaging from high-orbit satel- /145

lites is the fact that on most of the pictures we see the image of

the horizon line, which can also be used for determining the imaging

camera angular orientation elements relative to the local vertical

and for refining the photographic altitude. The idea of the proposed

technique is that, if the optical axis of the imaging camera coin-

cides with the local vertical, the horizon line will be a circle

whose center coincides with the picture principal point. Therefore,

we can estimate the magnitudes of the pitch and roll angles from the

distance between the center of curvature of the horizon line and the

picture principal point.

The problem of determining the pitch and roll angles for a pic-

ture having an image of the horizon line is solved by successive

approximations.

The horizon line is taken as a circle whose center coordinates

a and b are obtained from the solutions of the system of equations

[14]:

(x,-xs)a + (-s)b= + +
2

(14)

(xa--x)a-+(v 1- Us)b 2
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where xi,yi(i=-1,2,3) are the coordinates of three arbitrary points of

the horizon line image.

The value of the pitch 0 and roll y angles are calculated from

the found values of the circle center coordinates:

r' =-arctg-., 0' =arctga *, (15)

where f is the focal length of the imaging camera.

The found approximate orientation angles are used to calculate

the transformed image point coordinates

x- 4cos o'+ ysin'sin0'-fsinO'cos"
XXsin0'+Y CososinT'-ICos0'CosI

'
(16)

y; cosI'+Isiny'
- j sin o' + y cos O'sin '--/cos o'cos I'

After this, the calculation process is repeated, beginning with

determination of new values of the horizon line center of curvature

coordinates. The solution is considered terminated when the horizon /146

line center of curvature coordinates obtained as a result of the

last approximation are equal to zero.

Using the coordinates of the horizon line image points obtained

in the last approximation, we can calculate the photographing

altitude

H= R-Rsin(rctg )]/sin arctgr). (17)

where r-Vxt2+9 t is the radius of curvature of the horizon line in

the last approximation.

The proposed methods were realized at the Hydrometcenter of the

USSR on a Minsk-22 computer, and were used to process the Earth

cloud cover pictutes obtained from the communications satellite
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Figure 2. Picture of the Earth obtained from
the Zond-5 automatic interplanetary station

with grid of meridians and parallels
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Molniya 1 and the automatic stations Zond 5 and Zond 7. Experience

in using these methods showed that the accuracy of orientation angular

element determination is on the order of 10.

Figure 2 shows a picture obtained from the Zond 5 station. The

grid of meridians and parallels for this picture was obtained using

the formulas presented above.

References

1. Solov'yev, V. I. and I. S. Solov'yeva. Determination of the
External Orientation Angular Elements of Pictures from
Weather Satellites. Trudy Gidromettsentra SSSR, No. 11,
1967.

2. Solov'yev, V. I. and I. S. Solov'yeva. Cartography of Cloud
Cover Pictures Obtained from the Molniya 1 Satellites.
Trudy Gidromettsentra SSSR, No. 30, 1968.

173



GEOLOGICAL AND GEOPHYSICAL STUDIES FROM-SPACE AND

PROSPECTS FOR THEIR DEVELOPMENT

G. B. Gonin, A. I. Vinogradova,

B. V. Shilin, N. A. Yakovlev

Photographic and television images of the Earth's surface, ob-

tained from spacecraft in the visible part of the spectrum, are

widely used for geological interpretation. We shall analyze the pos-

sibilities of using images obtained by devices which detect the re-

flected and self-radiation of the Earth's surface and atmosphere in

other parts of the spectrum.

Table 1 lists the imaging systems used for geological purposes /147

and the associated spacecraft. Space imaging can be considered a new

technique for geological and geophysical study of our planet.

It is advisable here to use space imaging to solve, first of all,

those problems in which qualitatively new data can be obtained. At

the same time, all the data obtained from spacecraft must be used

together with the data of surface and aerological studies.

The images in the visible portion of the spectrum obtained from

space make it possible to analyze the characteristics of the geolo-

gical structure of the imaged area, and measure this structure.

These measurements make it possible to obtain the quantitative char-

acteristics of the various structural elements, carry out cartogra-

phy and correlation of the data obtained by nonphotographic sensors.

The arbitrary classification of the images obtained from space-

craft, shown in Table 2, has been proposed.

Soviet and foreign experience in geological interpretation of

photographs obtained from low orbital altitudes shows that they can /148

be used to solve the following problems:
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TABLE 1. REFLECTED AND SELF-RADIATION OF EARTH'S SURFACE
ELEMENTS RECORDED ABOARD SPACECRAFT

Spectral Band Atmospheric Recording SC
region Band absorption Recording SC

Visible 0.4-1.0 p Weak Photographic Soyuz, Gemini,
Zond, Apollo

Television Meteor, ESSA, Nim-
bus

Spectro- ATS, MSC, Soyuz
graphic

Infrared 1.0-20.0 p Windows Scanning Meteor, Nimbus
1.8-5.3 p radiometers
7.0-14.0p

Radio- 0.8-1.35 Strong (de- Radiometers Kosmos 243
thermal cm pends on

atmos.
moisture)

3.4-8.5 cm Very weak - -

Magnetic - None Magnetometers Kosmos 43
field**

*Sensitivity 1 - 50 C depending on underlying surface temperature.
**Sensitivity to + 0.5 Y.

TABLE 2. TYPICAL DATA ON PHOTOGRAPHIC IMAGES OF THE EARTH
OBTAINED FROM SPACE

Orbital SC Image scales Surface Surface
altitudes SC Image scales resolution coverage

Low (200 - 300 Soyuz, 1:2-10 - l:8-10 20 - 200 m l03 km
km) Gemini,

Apollo

Middle (1000 - Weather 1:6106 - 1:10-107 1 - 3 km I1000 km
2000 km) AES

High (30,0.00 - ATS Tech- l:5*107 - 1:2.108 6 - 15 km Entire
90,000 km) nology Earth's

AES, Zond, disk
Apollo
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1. Revision, refinement, and correlation of geological maps of

scale 1 : 200,000 and smaller; a specific objective would be use 
of

such photographs in updating various geological maps.

2. Preparation of preliminary photogeological maps of scale

1 : 200,000 for regions in which accelerated geological surveys

are planned.

3. Revision, refinement, and preparation of small-scale tec-

tonic, geomorphological, and other maps.

4. Identification, analysis, and refinement of the formation

of folded structures of size on the order of tens of kilometers and

more, discontinuous fracture zones tens and hundreds of kilometers

in extent, and also the spatial interrelationships of these

structures.

5. Study of areas which are promising in regard to ore deposits,

oil, and gas exploration

6. Study of large igneous rock massifs, identification of the

annular structures of magmatic complexes and fracture systems.

7. Studying the nature and intensity of the contemporary physi-

cal and geological processes whose action shows up in large regions,

measured in thousands of square kilometers (denudation and accumula-

tion processes).

This listing will be broadened and refined continuously as we

accumulate space imaging data and experience in their geological

interpretation; a characteristic feature will be the resolution of

primarily regional and global problems.

Experience in geological interpretation of television pictures /149

obtained from intermediate altitudes indicates the advisability of

their use as an additional source of information on the geological

structure of vast regions.
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The possibilities of geological interpretation of photographs
obtained from high altitudes can be evaluated on the basis of analy-
sis of the photographs of Africa obtained from the Zond 5 spacecraft.
Preliminary analysis led to the conclusion that there was promise
in using the data from these pictures to refine the content of vari-
ous sorts of snyoptic geological maps in solving global geological
problems, and verifying geological hypotheses. In the analysis pro-
cess, it was found to be valuable to compare photographs of a parti-
cular region obtained from different altitudes, and differing mark-
edly in scale. A previously unknown global fault running east-
northeast, which can be traced nearly across the entire continent,
was tentatively identified on a photograph from the Zond 5 spacecraft
in the north of Africa. Data confirming its existence were obtained
in studying larger scale pictures from Gemini 4 and perspective aerial
photographs of areas located along the path of the fault.

The television pictures obtained from technology satellites are
equivalent, in regard to field of view, to the photographs from the
Zond 5 spacecraft, but are somewhat inferior in resolution. Geolo-
gical problems of global nature can also be solved using these
pictures.

The information in the visible part of the spectrum, obtained
with the aid of spectrographs, occupies a special position. The
spectrograph was first used for measuring the optical characteristics
of landscape features on the Soyuz 6 and Soyuz 7 manned spacecraft.
In this case, the additional information on the optical character-
istics of the landscape features will play the same role as in aerial
spectrophotometry using airplanes.

The radiativity and thermal regime of individual geological
formations can be determined with the aid of IR and microwave systems.
Table 1 lists only the scanning radiometers operating in the IR band.
The IR systems intended for obtaining averaged values of the radia-
tion and the thermal regime over areas of hundreds of thousands of
square kilometers are not of interest for geological purposes.
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The scanning radiometers provide spatial resolution on the

order of a few degrees, with sensitivity ta temperature differentials

from + 1 to + 100. With these parameters, the IR images can be used

to study only very large geological structures and vast regions.

However, installation aboard spacecraft in the next few years of IR /150

scanning systems with resolution of about 0.1 mrad and ground sensi-

tivity of no less than 20 C is quite realistic. With the aid of such

systems, the temporal variations of the temperature contrasts 
of the

landscape features, as shown by periodic surveys, provide important

additional geological information, primarily on soil moisture con-

tent, geological formations, land subdivision systems with 
moisture

content increase, regions of active geothermal activity, and so 
on.

The use of microwave systems in studying the Earth's surface

is in the stage of satellite and airplane experiments. The practi-

cally total transparency of the atmosphere and cloud cover for 
the

centimeter band and the satisfactory transparency for the millimeter

band favor the application of these systems. Measurement of the

Earth's thermal radiation was first accomplished from the Kosmos 243

satellite in 1968. The use of this band for studying the oceans is

most promising. The study of the thermal radiation of the land for

geological purposes lies further in the future because of the 
low

spatial resolution of the systems.

The effectiveness of Earth's magnetic field measurements from

spacecraft is not clear. According to the calculated data, the decay

of the magnetic field intensity of very large geological formations

to the normal geoid field takes place at altitudes not exceeding

one hundred kilometers. Joint analysis of magnetic measurements

from spacecraft and airplanes makes it possible to verify the valid-

ity of the theoretical magnetic field calculations for large anom-

alies with complex field, and also the depth of occurrence of certain

geological features (effusive synclinorium layers, effusive platform

mantles, and so on). Of interest in this regard are the studies

made of the residual geomagnetic fields (less than 100 gamma), ob-

tained as the difference of the values measured aboard the Kosmos 49
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satellite and calculated analytically. The differences obtained

were compared with the anomalous magnetic field at the Earth's sur-

face, with account for the peculiarities of the geological structure

and thermal flux distribution.

The use of other receivers and systems installed aboara-space-

craft for geological and geophysical purposes remains in the future,

and in many cases is very problematical. Studies of the geochemical

(gas content in the atmosphere), luminescent, and certain other

images from space, make it possible to conclude that these images are

not effective for geological purposes.

The systems operating in the microwave band include sidelooking

radars and scatterometers, used for quantitative differentiation of /151

the subsurface layer with the aid of reflected radiowaves. Such

systems are being prepared for tests aboard spacecraft. Their use

in geology is of definite interest.

The need should be noted for improvement of the characteristics

of theaphotographic systems, which are one of the basic technological

techniques in geology. This improvement is coming in two directions.

First, the photographic systems will be expanded in order to obtain

images of different scales. Second, photographic surveys in narrow

spectral zones, with the aid of narrow-band light filters and re-

cording on photographic film, are beginning to be developed. Pro-

posals have been made for installation of photoelectronic systems

for obtaining images in the 20 - 40 nm band. One such system is a

camera which permits obtaining images with given ratio of the spec-

tral brightness coefficients. The use of such a camera makes it

possible to identify and map specific geological features which have

been identified by their optical characteristics. For this purpose,
we must study the optical characteristics of geological features or

their indicators during observation from space.

The resolution of the -television systems operating in the visible
band needs to be improved to the level of the conventional photo-

graphic systems.
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This listing of presently used and future systems for 
obtaining

geological information indicates the necessity 
even today to conduct

studies on selection the most effective detector types. The ex-

perimental studies in this field must be conducted 
using special

test ranges.

On the basis of the interests of geological and geophysical 
in-

vestigations, the basic criteria for test range selection 
are the

following: representative of the basic geological conditions of the

USSR in regard to the theoretical and practical problems of 
modern

geology; display of geological features on the Earth's 
surface under

conditions of various landscapes with different intensity of 
economic

development, including shallow-water shelf regions; good geological-

geophysical and geographical information, availability 
of geodesic

reference when studying the metric properties of images obtained by

the different systems; favorable conditions for the organization 
of

aerial and ground studies with minimum expenditures of funds and

time.

When performing integrated regional space imaging studies, we /152

can obtain a direct image of large elements of the geological struc-

ture and operations can be planned with specific goals in.mind. In

solving the posed problems, we must be certain the test ranges are

representative of the basic geological and economic conditions 
of

the territory of the USSR. The following regions meet these selec-

tion criteria and experimental investigation objectives: the Baltic

shield, the region of traprock and kimberlite distribution on the

Siberian platform, the Crimea-Caucasus region and adjacent water

areas of the Black, Azov, and Caspian Seas; the Southern and Central

Urals, including the iron-ore belt of the Turgaisk fold; the Kuril-

Kamchatka region; the Baikal region; Pamir-Tyan'-Shan, the Dneper-

Donets region - Donbass; Central Kazakhstan; southwestern Turkmenia

and the adjacent water area of the Caspian Sea; and Western -Siberia.

The eleven regions listed encompass diverse landscape condi-

tions for both land areas and seacoasts.
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Ground studies and surveys from definite altitudes using dif-
:ferent energy sensors should be made on each of the listed test
ranges on the :basis of the specific geological and geographic

conditions.

The objectives and content of the studies for each of the test
ranges require special discussion. The area of each of the test
ranges should be determined on the basis of the dimensions of the
geological features. On the average, for pictures on a scale of 1 :
2,000,000 - 1 : 3,000,000, the area of a single test range will be

on the order of 300,000 km2

Along with the resolution of the interpretation problems, one
of the central research questions is the development of photogram-
metric methods in application to images from space. Specifically,
one of the urgent problems is the creation of photomaps or refined
photodiagrams with scales on the order of 1 : 1,000,000 - 1 :
3,000,000. The creation of such photomaps and photodiagrams is of
great interest for geology and other branches of the national economy.

The questions of geological interpretation and photogrammetry
must be developed'in application to images obtained by both framing
and scanning systems.

Such are the prospects for the growth of geological and geo-
physical studies from space. These techniques will be refined and
implemented as space technology develops, and experience is

accumulated.
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EXPERIENCE IN INTEGRATED GEOLOGICAL AND GEOGRAPHICAL

INTERPRETATION OF SPACE PHOTOGRAPHS OBTAINED

IN THE USSR

B. V. Vinogradov, A. A. Grigor'yev

The successes in the individual areas of development of space /153

methods of geographical study are varied; we shall discuss only the

recording techniques which provide the most information - the photo-

graphic and television (TV) systems.

We shall discuss two examples of regional interpretation of a

picture taken aboard the Zond 7 automatic interplanetary station

and a TV image from the Kosmos satellite.

Two dust and sand streams flowing above the Arabian Peninsula

were recorded on the ultra-small-scale color photograph (Figure 1).

The beginning of one vortex-like flow above the eastern part of the

Mediterranean water area and Asia Minor is clearly seen in the photo-

graph. From this region, it travels as a wide band of width up to

300 km in the southeast direction above Northern Arabia, Iraq, and

Southwestern Iran. A high degree of correspondence between the ex-

tent of the flow and the large relief forms (Figure 2) is noted.

The flow travels above the low-lying northern part of the Arabian

Peninsula and the plains of Central and Southern Arabia. This direc-

tion of motion of the dust and sand flow is determined by the direc-

tion of the winds and the location of the large relief forms. The

flow continues for a distance of 2000 km along the natural corridor

formed by this relief.

Another dust and sand flow seen in the photograph begins in

the South of the Libyan Desert, crosses the Red Sea (see Figure 1),

then crosses the Rub-al-Khali Desert in the northeast direction,

and continues on across the Persian Gulf. It is particularly
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Figure 1. Ultra-small-scale color photographic image of
northeast Africa, Arabia, and Asia Minor (fragment of
global photograph of the Eurasian and northeastern African
continents) obtained on August 8, 1969 from the Zond 7
automatic interplanetary station (scale n : 30,000,000)

noticeable above the Red Sea and the Strait of Ormuz in the form of

a whitish shroud masking the water surface.

It is important that the zone of movement of these flows corre-

spond to regions covered by large sandy massifs - the Great Nefud

Desert, the Dehna Desert, and the largest of all, the Rub-al-Khali.

Various types of aeolian relief are common in these deserts in the
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zone where these flows

travel; however, the domi-

nant form is the ridge-type t

relief of the seifs -- huge

longitudinal dunes.

Comparison of the oc-

currence of the dust and -_

sand flows and the longi- .* 7

tudinal dunes demonstrates a

high degree of correspondence *.

between the orientation of _ _ _ _ _

the seifs and the vortex-like

flows over the entire path of Figure 2. Diagram-chart of inter-
connection between the dust and

their travel (Figure 2). The sand flows interpreted from a space

seifs of the Great Nefud photograph (Figure 1) and the oc-
currence of highlands, aeolian re-

Desert (in the Ed-Dahna re- lief forms, and wind-brown sands

gion), oriented from north- (prepared by B. V. Vinogradov, A.
A. Grigor'ev, and V. P. Lipatov):

west to southeast, are re-
1 - water areas; 2 - highlands

placed by selfs whose direc- (mountains and plateaus) with ab- /1

tions change gradually near solute heights above 1.8 km; 3 -
regions of wind-blown sands; 4 -

the junction with the Rub-al- regions of dominant development of

Khali Desert, and in the Rub- longitudinal dunes (their orienta-
tion is shown); 5 - regions of

al-Khali Desert the longi- dominant development of barkhans;

tudinal dunes are now ori- 6 - regions of dominant develop-
ment of hillocky sands; 7 - zone

ented in the NNW-SSE direc- of intertropical convergence; 8 -
tion and then in the NE-SW regions of development of dust and
direction. The last "bursts" sand flows, interpreted from a

space photograph obtained from the
of aeolian activity along Zond 7 automatic interplanetary

the path of the air flow are station; 9 - cloud cover

noted in the Ramlat-es-Saba-

tain Desert. In the larger-scale space photographs, we see clearly

how the seifs literally run into the mountain chains bounding the

desert on the south and southwest.
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Thus, each self taken separately is a portion of a single

gigantic system of seifs related by the common nature of their ori-

gin, namely: the functioning in this region of constantly acting

winds of stable directions.

At the present time, most space images arrive at the Earth over

TV channels from weather satellites in medium altitude orbits. As /155

an example, we shall interpret a TV picture obtained by the Kosmos

144 satellite from a height of about 600 km. The TV image (Figure 3)

shows the territory of southwestern USA and northwestern Mexico (in

the limits of the states of California, Lower California, and Sonora)

covering an area of about 230,000 km 2 . The scale of the original TV

picture was about 1 : 7,100,000. The picture was taken in clear

weather. The landscapes of subtropical semideserts and early spring

deserts are recorded on the TV picture.

1. The landscape of the alluvial delta plane of the Colorado

river (Figure 4) is well identified from its triangular blade-like

shape, the branchings of the Colorado River, and the relatively

darker image tone, contrasting with the image of the adjacent terri-

tories. The two parts of the delta formed by sand-clay alluvial

deposits are clearly differentiated - the upper and lower deltas.

The upper, older, and relatively higher part of the delta plain,

covered by brush and tree vegetation and partly by agricultural farms,

is characterized by low albedo values and is imaged by a nonuniform

dark-gray tone.

The lower, younger, and relatively lower-lying part of the delta

is marked by more sparse vegetative cover, through which the ground

surface "radiates" over a considerably larger area, is characteri.zed

by high albedo values and is imaged by a somewhat brighter non-

uniform gray tone.

The nonuniformity of the delta image structure is due to the

heterogeneity of the landscape pattern. The darkest image tone is

characteristic of the Colorado River channels.
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Figure 3. Fragment of TV picture of southwestern
USA and northwestern Mexico, obtained on March 23,
1967 from the Kosmos 144 satellite at an altitude
of about 600 km (blown up from a negative of scale

about 1 : 7,000,000)

The image of the channels contrasts markedly with the image of

the adjacent delta segments.

Just as clearly differentiated are the natural complexes of

flat plains, which have developed in the limits of the lower delta

and are made up of surfaces with salt deposits (primarily halites).

These are gigantic salt flats, among which Lago Salinas stands out.

They are practically devoid of vegetative cover, are characterized by
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high albedo, and are i
imaged by a brighter ,,,,1,1

tone in comparison with , .

all the other landscape ,,

elements.

2. The ancient

lacustrine Mesa Orien-

tale plain is formed by .- ,
:So.. .. nora':. x .-

alluvial-lacustrine sand- . .: ':.::

clays with gravelly and

sandy deposits with . Gulf of

sparse creosol desert California

vegetation. The con- ,

siderably simpler in M, , , , i M6 M6 ,

structure, in comparison Els , E-D, IIBII2 ", t , i 7 j,

with the delta, land- " " '" ""

scape of the ancient Figure 4. Landscape interpretation of
lacustrine plain is iden- TV image TV image (Figure 3)
tified on the TV picture 1 - landscapes of low-lying alluvial-
from the homogeneous lacustrine plains of large intermontane

depression: 1 - upper-delta plains
gray tone of the image; with wooded scrub vegetation and agri-
the image brightness in cultural farms; 2 - lower delta plains /157

with salt flats and marshes; a - salt
this case is due primarily flat plains; 3 - relatively low-lying
to the soils, which are alluvial-lacustrine plains, primarily

with agricultural lands; 4 - lacus-
scarcely masked by any trine plains with creosol desert vege-
vegetation at all. tation; 5 - alluvial-lacustrine and

alluvial-marine plains with creosol
desert vegetation; 2 - low and inter-

3. The Pinacate mediate mountain landscapes, formed
primarily by intrusive rocks with chap-

lava plateau with rugged arral and pine-juniper forests: 6 -
relief is formed by a sloping piedmont plains in combination

with foothill "insular" ridges; 3 -
large number of volcanos, landscapes of sand-clay accumulative

lava flows, and lava beds plains with creosol desert vegetation
in combination with isolated ridges

formed by young Pliocene- formed primarily by intrusive and vol-
Quaternary formations. canic rocks with sparse-pine-Juniper

forests: 7 - low-lying plains with
The plateau landscape is numerous aeolina forms and individual
characterized by small "insular ridges; 8 - low-lying plains

with aeolian forms and infrequent(cont'd)
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albedo values due to the dark coloring of the volcanic rocks which

make up the plateau, which is only weakly masked by sparse vegeta-

tion and is identified in the picture by the very dark tone, the

only darker tone being that of the water area of the Gulf of Mexico.

The volcanic plateau stands out clearly in the form of an irregular

circular spot on the lighter background of the surrounding plain.

The small scale of the TV picture limits interpretation of the image

of most of the volcanos and lava flows; nevertheless, we can differ-

entiate on the picture the larger volcanic forms, which are identi-

fied by the relatively darker tone and the circular, in the form of

freckles, image.

4. The landscape of the flat accumulative plain with extensive

development of aeolian forms and sparse creosol scrub desert vegeta-

tion shows up in the Gran Desierto. Within the limits of the Gran

Desierto, the plainlike nature of the terrain is infrequently dis-

rupted by "insular" ridges, but far more often we find here aeolian

forms and, on the whole, the landscape has a high degree of structure

uniformity. As a result of the bright coloring of the Quaternary

deposits making up the plain and the sparseness of the vegetative

cover, the landscape is characterized by quite homogeneous, rela-

tively high albedo, and is represented on the TV picture by a quite

homogeneous light gray tone. One of the "insular" ridges, formed by

darker colored intrusive rocks, can be clearly identified in the cen-

tral and eastern parts of the desert on the light background - its

image stretching from the NW to the SE as a dark streak.

In conclusion, we can say that experience in interpreting the

TV image of a comparatively thoroughly studied region of the Earth

(Figure caption cont'd)

"insular" ridges; 9 - plains in combination with narrow, subparallel
"insular" ridges; 10- very rugged volcanic plateau; 11 -plains
in combination with "insular" ridges with extensive development of
elements; 12 - plains in combination with nonoriented, primarily
large "insular" ridges; 13 - plains in combination with numerous
"insular" ridges of differing orientation; 14 - intermontaine land-
scapes formed by volcanic and intrusive rocks, with pine and pine-
juniper forests in combination with bolsons; 15 - river valley

landscapes; 16 - break in image reception
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indicates the advisability of using such images for geological and

geographic studies of those regions of the earth for which original

space photographs do not exist.
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USE OF TV PICTURES OBTAINED FROM WEATHER SATELLITES TO

STUDY THE GEOLOGICAL STRUCTURE OF THE EARTH

I. I. Bashilova

The television pictures which serve as the primary material for

the present paper were obtained from Earth satellites of the Meteor

system, and are intended for meterological studies. All the tele-

vision pictures were received at the Gidrometcenter (Hydrometeorology

Center) of the USSR. The picture format was 66 x 66 mm, the scale

was 1 : 6,200,000 - 1 : 7,500,000. The theoretical resolution of

the television pictures is 1.25 km; in practice, the human analyst's

eye can distinguish objects on the picture no smaller than 1 mm, i.e.,

7 km on the ground. The pictures may have significant distortions

and numerous interferences associated with image transmission; all

this makes their interpretation difficult.

A region encompassing part of Central Asia, the eastern part of /159

Iran, and the western regions of Afghanistan and Pakistan was selected

for detailed interpretation. Tectonically, this area is part of the

Turansk platform and the adjacent alpine folding region to the south.

The approximate area of the region is 2,500,000 km2

A montage of television pictures of varying quality was put

together for the described region.

The television picture interpretation technique does not differ

significantly from interpretation of conventional aerial photographs.

190



Interpretation of the features identified during analysis was

accomplished by comparing these features with physical, geographic,

geological, and tectonic maps. It was found that some of the iden-

tified objects correspond to natural objects of geographic or geo-

logical content, the other (smaller) part consists of television

imaging defects and acts as noise in analysis. It was found that

all the large geographic objects shown in a physical map of scale

1 : 5,000,000 could be identified and recognized on the television

pictures.

Analysis and interpretation of geological objects are more com-

plex processes than interpretation of geographic objects. However,

the very first experiment in the study showed that the differences

in tonality on the television pictures can be explained by the dif-

ference in the composition of the geological formations making up

the particular portion of the region.

The light phototone with several comparative gradations from

white to light gray and the dark phototone from gray to dark gray

are easily noticed on the television pictures. The lighter photo-

tone corresponds to loose Quaternary deposits, while the dark photo-

tone corresponds to bedrock.

The Quaternary deposits can be separated from the older forma-

tions quite reliably on the basis of the television pictures of the

studied region. The fine phototone shades make is possible to sepa-

rate the Quaternary deposits with respect to the genetic types shown

on maps of corresponding scale.

The first attempt to interpret and analyze bedrock of different

ages led to the conclusion that so far we can identify the bedrock

frdm television pictures only very arbitrarily, the boundaries be-

tween the interpreted lithological and stratigraphic rock complexes

are not visible in many places and, therefore, the contours remain

unclosed.
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The most interesting and valuable information extracted in

analyzing the television pictures relates to the tectonic structure

of the region, and the television-photographic image pattern rather

than phototone plays the primary role in interpreting regional tec-

tonics. In analyzing regional tectonics by comparing the interpre- /160

tation diagram with the Tectonic Map of Eurasia to scale 1 : 5,000,000,

it was found that segments having the same image pattern belong to a

common structural region, while segments having different image pat-

tern belong to different structural regions.

The Turanskaya platform, as a whole, is characterized by a uni-

form gray phototone without any pattern, with individual dark spotty

and striped segments. This television-photographic [telephoto]

image pattern corresponds to individual uplifts - regions of Her-

cynian folding in the eastern part of the Turanskaya platform.

The alpine folded belt is identified on the television pictures

by the very marked nonuniform spotty, at times clearly banded, pat-

tern of the telephoto image.

All the large and small depressions of the alpine folded belt

are characterized by a light phototone without pattern, and are

easily interpreted.

The areas of alpine geosynclinal folded complex have a very spe-.

cific telephoto image pattern, characterized by narrow and sinuous

dark strips, corresponding to ridges.

Another structural unit, foundation projections, has a different

telephoto image pattern. This can be noted even on pictures of poor

quality. There are two areas with foundation projections in the

region described. In spite of the fact that these segments are not

equal in area,we can note similarity in their images on the televi-

sion pictures: isometricity dominates in their form and they are like

pieces of flat blocks. A small area in the Kopet-Dag ridge region

looks like a "foreign body" among the fine sinuous strips of the

geosynclinal folded complex pattern.
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An area in the west of the region between the Lut depression

and the Namakzar depression has a telephoto image pattern which is

characteristic and markedly different from those described above.

This pattern can be termed mosaic. Less sharp than for the geo-

synclinal complex areas, this pattern without dark stripes bands

(ridges) makes it possible to assume that this region has possibly

experienced subsidence, and is similar to the downfold regions.

The region between the Arabian Sea and the Haran depression has

a more or less uniform, finely banded pattern with clearly visible

white stripes of sublatitudinal direction (depressions made by the

iQuaternary deposits). The pattern of the telephoto image of this

region is similar to that of the geosynclinal folded complex regions

but differs from the latter in details. It is probable that the

region between the Arabian Sea and the Haran depression is a geo-

synclinal folded complex region, formed by rocks of a different

structural stage than those described above. Thus, this region is

also described on the Tectonic Map of Eurasia. An area with mosaic- /161

banded telephoto image pattern is found in the southwestern part

of the region.

The mosaic-banded telephoto image pattern is intermediate be-

tween the geosynclinal folded complex region pattern and that of

the downfolding region. It is possible that this structural region

can be treated as intermediate between the two indicated types.

The area of the Predkopetdag frontal downfold is emphasized on

the television pictures by a white, uneven, cloud-like strip, owing

to the proluvial Quaternary deposits. A similar strip is observed

along the coastline of the Arabian Sea. In other words, these re-

gions have a similar telephoto image pattern on the television pic-

tures, which provides a basis for posing the question of whether

the Arabian Sea coast area is a frontal downfold.

Discontinuous fractures are easily and quite completely identi-

fied on the television pictures. Faults show up differently, but do
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not differ essentially from their conventional appearance on

aerial photographs.

Thus, when comparing the regional tectonic pattern formulated

by interpreting the television pictures with the Tectonic Mpa of

Eurasia (map scale is coarser than the television picture scale),

all the large regional structural forms were identified and had a

quite definite telephoto image; some structural features which are

not on the mentioned map were also identified, and this information

altered somewhat the ideas on the tectonic structure of the described

region. These differences in tectonic pattern from the Tectonic Map

of Eurasia reduce to the following.

The Namakzar Depression in the central part of the region is

separated by a folded area and faults from the Southern Afghan de-

pression. On the Tectonic Map of Eurasia, these areas show up as

a single extensive depression.

The Southern Afghan depression is surrounded by faults, and is

possibly a graben. These faults are not shown on the Tectonic Map.

Faults of very long length with meridional and submeridional

directions which are not shown on the Tectonic Map were detected.

The Mekranskaya depression, which is shown in the Tectonic Map

of Eurasia, can, on the basis of its interpretive characteristics,

be considered an edge downfold.

In the southern half of the region, we can identify six large

areas (not counting the foundation projection) which can be inter-

preted as separate and individual structural zones. On the Tectonic

Map of Eurasia in this part of the region, we see two structural /162

stages and a single substage of the geosynclinal folded complex.

Thus, the first experimental study showed that television pic-

tures of the Earth from space can be used for geological and struc-

tural analysis.
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GLOBAL SMALL-SCALE LUNAR CARTOGRAPHY

Yu. N. Lipskiy, Yu. P. Pskovskiy, Zh. F. Rodionova,

V. V. Shevchenko, V. I. Chikmachev,

L. I. Volchkova

Creation of a map of the entire lunar surface first became pos-

sible after photographing of the back side by the Soviet automatic

interplanetary stations (AIS) Luna 3, in 1959, and Zond 3, in 1965.

On the basis of the Luna 3 pictures, Shternberg State Astronomical

Institute [GAISh], together with TsNIIGAiK (Central Scientific

Research Institute for Geodesy, Aerial Photography, and Cartography)

prepared the first Map of the Back Side of the Moon in 1960.

The axes of the Luna 3 photographic cameras at the moment of

exposure nearly coincided with the direction of the solar rays, which

created lighting conditions similar to full moon conditions. The

lack of shadows, typical of full moon conditions, made recognition

of the lunar formations and their characteristics difficult. Various

methods, including the method of photometric sections, were used to

improve the recognitional properties of the photographs. As a re-

sult, it was possible to identify about 400 formations. Similar

operations were carried out to analyze the Luna 3 pictures; both at

Pulkovo and later at the University of Arizona. The difference in

the number of identified formations is due to the different methods

used. Nearly 90% of all the formations shown on the map prepared

by Shternberg State Astronomical Institute and TsNIIGAiK were con-

firmed by later photographs of these areas.

The eastern sector of the back side of the moon was photographed

by the Zond 3 spacecraft. A large portion of the pictures were ob-

tained with oblique illumination of the surface by the solar rays.

The resolution of these pictures is nearly the same as that of the

photographs obtained by modern telescopes at ground-based observa-

tories.
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The pictures of the Luna 3 and'Zond 3 AIS were correlated in

the selenographic coordinate system. The series of Luna 3 pictures

covered 25% of the eastern edge zone, while the initial pictures of /163

the Zond 3 series covered 50% of the visible hemisphere. The refer-

ence points used were points from the summary catalog of spatial co-

ordinates of reference point, prepared at the Main Astronomical Ob-

servatory of the Academy of Sciences of the Ukraine SSR. On the

basis of this information, GAISh and the Topographic and Geodesic

Service of the USSR prepared in 1966 the first geodesic Complete

Lunar Map and a complete Lunar Globe, reflecting 95% of its surface.

Since the Luna 3 and Zond 3 pictures did not have adequate overlap

with one another, and the extension of the selenographic network was

made separately from the west and from the east, there was an un-

avoidable shift in the grids, maximum at the 180th meridian.

In 1966 - 1967, the American Lunar Orbiter spacecrafts repeated

the photography of the back side of the Moon with higher resolution.

The question arose of a second edition of the Complete Lunar Map

and Lunar Globe.

The primary information for compiling this map were the photo-

graphs of the visible hemisphere obtained by Earth-based observa-

tories, the Luna 3 and Zond 3 pictures, and a small number of Lunar

Orbiter pictures. The surface of the visible side is reflected quite

completely in photographic atlases of. te Moon. The best of these is

Sstill the Kuiper Photographic Atlas [1] and the Rectified Atlas [2].

However, we should bear in mind that all parts of the lunar disk

are not covered by equivalent data. On pictures obtained by Earth-

based telescopes, we can differentiate in the center of the disk de-

tails larger than 700 m, while at the edge this quantity reaches 5

km. Moreover, at the edges of the disk, the image is highly dis-

torted because of perspective.

However, the photographs of the lunar surface from space are

obtained from different distances, with different obliquity, dif-

ferent aspects, and different lighting conditions. These factors

196



alone created problems in preparing the material for drawing the

maps. Moreover, the appearance of the lunar landscape changes mark-

edly as a function of the lighting. However, on the map, the relief

must be represented for some specially selected lighting conditions.

As a rule, the lunar surface pictures obtained by spacecraft are

perspectives. In preparing these materials for composition opera-

tions, we must exclude both the distortions caused by deviation of

the photocamera axis from the vertical to the surface and the dis-

tortions resulting from curvature of the surface. Usually, they are

eliminated by phototransformation and projection onto a sphere. The

Complete Lunar Map -to scale 1 : 5,000,000 was constructed in an arbi-

trary cylindrical projection up to the 60th parallel, maintaining the

scales at the parallels + 300. The regions near the poles are pre-

sented in an azimuthal projection, again to a scale of 1 : 5,000,000,

in contrast with the first edition, where the polar caps were pre-

sented to a scale of 1 : 10,000,000. The catalog of 500 reference

points of the Main Astronomical Observatory of the Academy of Sci-

ences of the Ukraine SSR was used as the system of reference points.

The correlation of the pictures of the back side in the unified

selenographic coordinate system was accomplished by projection onto

a sphere, the method developed in the Division of Lunar and Planetary

Physics of GAISh. The result was refinement of the selenographic

coordinate system on the back hemisphere.

The. -idea of rectification on the basis of orienting points in-

volves comparison of the photographic image projected onto a spheri-

cal screen (Figure 1) with the images of certain contours or points

of the given surface segment, plotted on the spherical screen to a

given scale from the known coordinates of these features. Thus, the

projector with specially prepared slide inserted is positioned at

that point in relation to the surface of the spherical screen which

the spacecraft imaging camera had at the instant of exposure, rela-

tive to the lunar surface. This technique was used to correlate the /165

Zond 3 pictures covering the area from -60 to 1700 in longitude, and

from +40 to -500 in latitude. The mean square error on the photo-

graphic map does not exceed + 30' in latitude and longitude [4].
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We see from comparison

of the newly correlated grid

with the first edition of

the Complete Lunar Map that

there was, on the latter, a

constantly accumulating

shift of the grid. The pos-

sibility of error accumula-

tion when shifting from pic-

ture to picture, and the

appearance of a general

shift of the entire grid

was noted in the Atlas of

the Back Side, Part 2.

In addition to the

strip of pictures from Zond

3, several pictures from the Figure 1. Spherical screen

Lunar Orbiter spacecraft,

comprising two other - *- 14I I It '--
strips, were correlated . a

I Ic .. .S.S'--
(Figure 2). However, ,i, I. .

the correlation accuracy -''4 /

in these regions is FV b -: f/

about + 20, since the i - -I ,,-Itr
available Lunar Orbiter I II - -.

pictures did not have -I -I *p 1A-

adequate overlap. The
correlation is also re- - ----

V14 .mu -A"
fined in the new edi-

tions of the American Figure 2. Correlation of pictures of the
maps. The deviations back side of the Moon:

are of a random nature. a - strip 1 (pictures from Zond 3, accu-
racy + 0.50); b - strip 2; c - strip 3

However, in the east- (pictures from Lunar Orbiter (accuracy
+ 20)ern sector region, the 2 )
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position of the meridian and parallel grid on the American maps is

approaching nearer and nearer that given in the Complete Lunar Map,

second edition.

One of the techniques for independent selenographic correlation

of the pictures of the back side was that of determining the seleno-

graphic coordinates, of the observation point form the position of the

Earth's disk above the lunar horizon [5]. The initial data used is

primarily the information contained in the image itself. This tech-

nique was used to tie the Lunar Orbiter spacecraft pictures to the /166

limb region of the western sector of the back side and the Zond 6

pictures to the eastern limb region. In the first case, the coor-

dinktes of the photographing point were determined to within A8 + 25'

and AX + 15'. The calculated accuracy of selenographic coordinate

grid plotting was A$ + 15' and AX + 10'. Shift of the grid relative

to the picture because of the error in determining the azimuth of the

Earch occurs only in latitude in the limits of + 10'. However, the

calculated grid coincides with a region close to the limb, where the

influence of perspective distortions and relief is particularly strong,

which may lead in many cases to more significant errors.

The vertical grid control of the eastern sector of the back side

of the Moon is characterized by computational errors of the sub-

vehicle point: AX + 30' and Aa + 151. The corresponding errors of

selenographic grid location were AX + 00, 7 and AS+ 00, 1. Compari-

son of the data of control by the astronomical technique and by pro-

jection onto a sphere showed that the discrepancies between them are

random and are evaluated by mean object position errors of AX + 00, 6

and Aa + 00, 7.

The primary content of the Complete Lunar Map is the surface re-

lief and its tonal characteristics. In preparing the map, particular

attention was devoted to the variety of lunar relief forms. Forma-

tions of the crater type occupy a large part of the lunar surface.

The maria, which have dark coloring in contrast with the light con-

tinents, amount to about 16% of the entire lunar surface. The large
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mountain massifs are most frequently the boundaries of maria of

regular form (Figure 3).

The lunar craters are formations which are varied in size and

structure. They differ, first of all, in such characteristics as

the wall condition, presence of a central peak, characteristics of

the floor, and so on. However, among this variety, we can identify

certain general patterns relating to lunar crater structure. For

example, the crater depth is small in comparison with the diameter,

the crater floor lies below the sourrounding surface, the height of

the outer wall is less than the crater depth, the curvature of the

inner slope is greater than that of the outer slope.

Troughs, cracks, and domes are encountered in the maria. More-

over, for the same scale, some portions of the maria appear darker

and others lighter than thi surrounding surface. All these charac-

teristics of the lunar relief were shown by the "washout" technique,
i.e., by a halftone pattern. However, if we display the lunar relief

for some one lighting condition, then many of its characteristics

will not be depicted. The shadows of relief details are clearly

seen under oblique lighting, but the ray systems which are visible

at full moon are hard to distinguish, and the gentle maria walls can

be identified only with a low sun position (Figure 4). A certain

arbitrariness in lighting selection was used in order to increase /167

the information content of the map. The average angle of solar ray

incidence was taken as 600 with washout of the large relief forms.

However, the ray systems, low maria walls, and other similar forma-

tions were shown in greater detail than is possible for this solar

ray incidence angle. In other words, each detail of the lunar relief

was depicted under lighting conditions which are optimum for the

particular detail. Moreover, the contrast between the maria and

continents is specially emphasized on the map. Individual mockups

were prepared in order to identify the maria boundaries.

The color spectrum of the map was selected not only with account

'or the natural coloring of the lunar surface, but also with the ob-

ective of achieving maximum expressiveness.
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Standardization of lunar place name nomenclature in the Russian

language was particularly important. We can still find in the lunar

literature two or three different forms of the same name. For ex-

ample, the Sea of Crises is term the Sea of Hazards or the Sea of

Shipwrecks. Such arbitrary translations can be encountered quite

frequently. Different versions of the same features are also en-

countered in Latin. A catalog of lunar place names in the Russian

and Latin languages was compiled by the Division of Lunar Physics of

GAISh for the first edition of the Complete Lunar Map. This catalog

was revised for the second edition with the aid of the bibliographic

section of the Moscow State University library and specialists of

the corresponding university departments.

All the lunar feature names approved by the International Astro-

nomical Union are indicated on the second edition map, and the names

on the eastern sector of the back side of the Moon, proposed by the

commission of the Academy of Sciences of the USSR in 1967 and pub-

lished in the Atlas of the Back Side of the Moon, Part 2, are also

given. All the current names are shown in the place-name list on

the map in the Russian and Latin transcription, and indexes are pro-

vided with the aid of which it is easy to find any feature. Some

information on our natural satellite is presented in the reference

data, provided separately.

A lunar globe-to ae ,O-O-_-G- was prepared along with

the preparation of the Complete Lunar Map. The *scale of the globe,

half that of the map, led to some selection and generalization of

the relief forms. The advantages of the globe are well known. The

globe permits maintaining simultaneously geometric similarity of con-

tours, eact proportions of areas, and identical scales in all direc-

tions. Since the lunar globe depicts most accurately the outlines

of the maria and continents and their positioning relative to one

another, it serves as a visual aid in studying the natural satellite

of the Earth

Preparation of the globe in two versions in the Russian and

Latin languages is of great importance.
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The Complete Lu ar Map to scale 1 : 5,000,000, and the lunar /168

globe to scale 1 : 10P, were prepared by GAISh together with the

Topogeodesic Service of the USSR under the scientific guicance of

Yu. N. Lipskiy.

The Complete Lunar Map is intended for the resolution of several

scientific problems associated with study of the Moon and distribu-

tion of the formations on its surface.

The map navigational projection permits using it for plotting

the traces of artificial lunar satellite trajectories and designing

space experiments. The individual sheets covering the visible side

of the Moon can be used successfully for telescopic observations.

This map can serve as the basis for plotting thereon all sorts of

additional information describing, for example, physical properties

of the surface, parameters of the lunar medium, geological structure

of the Moon, and so on.
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N75 11440
IDENTIFICATION CHARACTERISTICS OF CERTAIN LUNAR

RELIEF FORMS ON PICTURES OBTAINED FROM

SPACECRAFT

V. I. Kravtsova

We have restricted our objectives to determining the recogni-
tional characteristics of relief forms of a single type (dimple
craters on the surface of maria), bearing in mind that this is one
of the most common lunar surface relief forms. We shall arbitrarily
consider craters as closed, negative relief forms, circular in plan-
view, and symmetric relative to the center.

The phototone differences on lunar pictures are associated basic- /169
caly with the surface relief, and are caused either by the presence
of shadows or the peculiarities of the illumination of surface ir-
regularities, which leads to a unique distribution of image bright-
aess in craters of different profile. These two factors - shadow
and the nature of image brightness distribution - will be used as
bhe relief form recognitional characteristics. Since forms having
liameter/depth ratio d/h = 10 and more, i.e., with average slope
ingles less than 110, are the dominant lunar crater form, there is a
3hadow image only on pictures taken with very low sun altitudes.

Pherefore, although the shadow is a more definite characteristic,

Indicating more exactly the nature of the form profile, the use of
;his characteristic is limited to pictures taken with low sun alti-
;udes. Moreover, in the presence of shadows, it is impossible to
Ldentify surface details in the area occupied by the shadow. Bright-
less differences are a more stable characteristic, and appear on
)ictures taken with various sun altitudes. However, the edges of
;pots of different brightness are considerably less sharp than the
ihadow edges; therefore, their configuration is comparatively less
lefinite than that of the shadow, so that it is more difficult to
Letermine visually the nature of thq relief form profile from the
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brightness. In this case, it is possible to identify surface details

over the entire formation area.

Shadows as crater identification characteristics. In order to

use the shadow image as a relief form identification characteristic,

it is necessary to know what shadow configuration is typical of the

various formations under different lighting conditions. This has

led to the preparation of a Shadow Atlas, indicating the shadow con-

figuration for a definite set of relief forms with different profile

and diameter-depth ratio for different lighting conditions (with sun

altitudes from 10 to 450).

The set of relief forms used in the Atlas included 40 shapes,

representing various combinations of spherical and conical surfaces

(Figure 1). Two groups of forms with ratio d/h = 4 and 10 were in-

cluded. Forms with pointed and flat bottom were used. The basic

primary forms with pointed bottom were the cone, spherical segment,

and the shape formed by rotation of a convex arc. The forms with

flat bottom were the truncated cone, truncated segment, and a cir-

cular half-barrel formed by rotation of a quarter circle. Further

elaboration involved making these basic shapes more complicated by

adding additional shapes, which included positive and negative coni-

cal and spherical shapes embedded into the basic shapes. The set

also includes complex shapes formed by combining conical and

spherical surfaces.

Two techniques were used to determine the shadow configuration /17(

in the craters - experimental determination of the shadow edge by

illuminating the models of different profile shapes with a parallel

light beam and geometric construction of the shadow edge using

vertical section of the formation in the direction of the solar rays.

For all the shapes, we first constructed five vertical sections /171

(through 0.6 R). By drawing through the edge of each section a line

parallel to the solar rays, we obtained on the superposed vertical

sections a series of points lying on the shadow edge; the ensemble
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of such points on the horizon- I. Forms with ratio D/h = 4

tal projection of the shape a. Basic

yields the shadow contour. 4 Sj%..- - - -'I'

.b. Complicated by addnl. forms
The graphical con- ' 81/ 9

structions were supplemented i-\, .' \./ i

by analytic determination of

the position of certain

points of the shadow edge, , _

particularly the edge shadow
c. Mixedpoints (on the lips of the 23 K\,I x

forms), which are not well II. Forms with ratio D/h = 10

defined graphically. We Bi

also calculated the location

of the shadow boundaryof the shadow boundary b. Complicated by addnl. forms.
points on the bottom of the

flat-bottom relief forms and

on the walls of the positive

supplementary forms. These

calculations facilitate the
c. Mixed

graphical constructions and I
provide a check on the I

a b c - .e
latter. Figure 1. Set of relief shapes

used in Shadow Atlas

Analysis of the shadow Forms with pointed bottom: a -

configuration of the 40 with conical walls; b - with
spherical walls; c - formed by ro-

shapes presented in the At- tation of an arc. Forms with flat
las shows that all the ex- bottom: d - with conical walls;

e - with spherical walls
amined varieties of relife

have their own characteris-

tic shadow configuration peculiarities. Figure 2 shows six shapes
in which those with pointed bottom differ markedly from the shapes
with flat bottom. The former have a convex shadow boundary (except
for the spherical shapes at high Sun angles); in the latter the con-
vex shadow boundary near the edges of the shapes is replaced by a
concave boundary on the flat bottom.
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20

Figure 2. Shadow configuration in certain relief forms for

different Sun altitudes

The conical shapes have a shadow boundary in the form of a

parabola, as the sun altitude decreases the shadow narrows: the

spherical shapes have an arc-shaped boundary, and as the sun altitude

decreases, the shadow remains broad. The shapes formed by rotation

of a convex arc have a leaf-shaped shadow located in the center of

the formations and slightly elongated in the direction of the light

source, which makes it possible to identify shapes of this profile

reliably, but does not indicate the position of the formation

boundaries.

The flat-bottom shapes - truncated cone and the circular half-

barrel -are easily differentiated on the basis of their shadow;

characteristic of the former is a crescent-shaped or trapezoidal

shadow with sharp breaks of the ooundaries upon transition from the

flat bottom to the walls and nearly straight lines of the boundaries

on the walls; characteristic for the latter are smooth shadow bound-

aries having a convex shape for low Sun heights, convex-concave (in
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the center) for intermediate sun heights, and a concave shape for

high Sun angles. The shadow in the truncated spherical segment is

similar in configuration to that in the truncated cone, although the

abruptness of the breaks in the boundaries upon transition from the

flat bottom to the walls is less.

In most cases, the presence of the supplementary complicating

shapes is well reflected in the shadow configuration; however, the

identifiability of the positive supplementary shapes is poorer than

that of the negative shapes. The combined relief shapes have unique

shadow spot patterns.

The location of the edge shadow points, exactly definable mathe- /173

matically for each shape, cannot be used as a shape profile identi-

fying characteristic or for determining the wall slopes (because of

the small change of point angular position with change of wall

steepness).

In addition to the relief shape profile nature, the shadow can

also be used to determine the shape diameter-depth ratio - d/h.

This can be done quite accurately for the flat-bottom shapes (on the

basis of shadow length), and also on the basis of the portion of the

diameter occupied by the shadow. Tables, nomograms, and templates

have been prepared which make it possible to determine both.d/h and

formation depth.

It is advisable that the problems of determining the relief

shape profile, d/h, h, and the wall slopes be solved Jointly. For

this purpose, we prepared, on the basis of the Shadow Atlas, gaging

templates (Figure 3) on which were displayed the shadow configuration

of seven basic shapes with different ratio d/h = 4 - 20, and differ-

ent d (3 - 30 mm). The templates were prepared for working with pic-

tures taken with Sun altitudes of 10 and 150.

Pictures taken with sun altitudes of 10 - 200 are optimum for

identifying lunar relief forms from their shadows. It is true that

pictures taken with very low Sun altitudes (on the order of 5 - 100)
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Figure 3. Template for determining relief shape profile and

ratio d/h from shadow configuration on pictures taken with
Sun height 150

are best from the viewpoint of number of shadows generated. However,

for these altitudes, the shadow configurations of different shapes

may be similar to one another; moreover, the nature of the bottom -

pointed or flat - is not reflected in the shadow pattern on such

pictures, and the supplementary forms are not visible.

Image brightness distribution as crater identification char-

acteristic. Because of the unique nature of light reflection from

the lunar surface (elongated, pear-shaped scattering indicatrix),

its brightness depends not only on the incident light flux and sur-

face albedo but also on the photometric function 0, which can be

defined as each point by two angles (Figure 4): g is the angle be-

tween the line of sight and the solar ray, and a is the angle between

the normal to the surface and the line of sight projected onto the

g plane.
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Observer Observer 9 .
Normal to Sun Camera Sun C
Normal to\ I  Sun Normal I-/ SCsurface ' to surface i/ amera oper

surace__ 00

J!0azone .200

a b 42 5V"v.

0 -9 -40 1* 4* *GC
c

Figure 4. Illustration for determining the photometric
function 0:

a - for the cane of planview photography of surface point;
b - for the case of planview photography of sloping sur-
face segment; c - graph for determining variation of the
magnitude of the photometric function 0 as function of sur-

face slope a for different sum phase angles g

For a constant angle g (within the limits of the central part
of a single vertical picture), the photometric function becomes a
function of the angle a, i.e, the surface slope in the direction of
the solar rays. This situation is the basis of the photometric
method for determining relief from pictures. We shall use it for
other purposes - to identify craters of different profile on the
basis of the configuration of spots with different brightness of the
image on the pictures. Spots with different brightness are separated
by isolines of the photometric function 0.

To construct the 0 isolines, we used the technique of vertical
sections (for spherical forms), and radial sections (for conical /17
forms). After determining a on the section lines in the projection
on the g plane, we then find the values of 0 for the same points.
The results of the construction for some forms are shown in Figure 5.
The constructions of the 0 isolines were performed for sun altitudes
of 20 and 300.

In the spherical relief forms, the 0 isolines are arc-shaped;
the arc in the hemisphere diverge from its poles, the values of 0
(for Hn = 300) vary from Omax = 0.35 at the edge of the hemisphere

to 0 = 0.27 at the shadow boundary; in the other spherical forms,
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the arcs are less steep, do not converge at the poles, and the maxi-

mum values of 0 reach magnitudes less than 0.35 (for d/h = 4, max =

0.304; for d/h = 10, 0max = 0.252); therefore, the values of 0

decrease somewhat near the shadow boundary.

In the conical relief forms, the 4 isolines coincide with the

generators of the cones. The values of 0 vary from 0max = 0.295

for d/h = 2, 0max = 0.262 for d/h = 4 and Qmax 
= 0.232 for d/h =

10 to 0 = 0.2 on the initial diameter, and 0 = 0 on the edge shadow

points. As a result of this last situation, the apparent shadow

boundary is distorted in the conical forms.

In the relief forms with flat bottom, the values of 4 are the

same on the entire bottom surface (on the horizontal surface, 0 =

0.20). The form of the isolines on the walls depends on the surface

used to form the walls: on spherical walls the isolines are arched,

on conical walls they are radial. A combination of the arched and

radial 0 isolines is characteristic for the mixed shapes, while for

the relief shapes complicated by supplementary forms, the character-

istic patternis the superposing of on& isoline pattern on the other,

and the isolines may terminate within the forms and not continue

one another.

Thus, characteristic for all the relief forms studied is a

unique pattern of the 0 isolines, which favors use of the configura-

tion of spots of different brightness as the relief form profile

identifying characteristic.

The connection found by F. M. Truskov between the 0 values and

image optical density on our pictures, valid under several assump-

tions, makes it possible to transfer from the 0 isolines to the iso-

lines of the picture image, density D expected for various relief

forms. Considering the density intervals discernible by the eye,

we obtained the configuration of the brightness spots which can be

seen by the eye for the different relief forms and, using prepared
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Figure 5. Isolines of photometric function 0 in certain reli, altitude 300

Figure 6. Models of photographic image of certain re' lated
and constructed using isolines of the photometric fun, den-

sity D for pictures taken witN Sun altiti



densities from differently exposed photographic paper, 
we made models

of the photographic image of these forms (Figure 6) for the specific

picture with which we were to work. Master curves for identifying

the forms on the basis of image brightness distribution were pre-

pared using these materials.

In order to verify the possibility of using the proposed tech-

nique, we conducted experiments involving interpretation of 
Lunar

Orbiter pictures. We selected two reference areas, one of which is

covered by pictures from two orbits made with approximately the same

Sun altitude (30 ano 28.50), as a result of which stereoscopic ana-

lysis of the area is possible as a check of the interpretation. For

the other area, we have pictures taken with different sun altitude

(10 and 200), which makes it possible to interpret these pictures

independently by two methods: on the basis of shadow configuration

using the "shadow template" (for the picture with He=10 ), and on

the basis of brightness distribution using the "brightness template".

Both forms of interpreting template were specially prepared for these

pictures. The pictures of the reference areas were interpreted in-

dependently by several analysts. The following characteristics were

determined during the interpretation: crater diameter, ratio of

diameter to depth, sharpness of the lip, and nature of the crater

profile. The experimental verification showed adequate reliability

of the determination of these characteristics. Craters of seven

different types (based on profile nature) were identified on the

reference areas with the discrepancies in crater form for the dif-

ferent analysts and when using the different methods amounting to no

more than 1%. The ratio d/h is determined with somewhat greater

ambiguity.

A morphological map of the surface which includes the following

factors can be compiled using the proposed identification technique:

crater profile nature, crater diameter, ratio of diameter a depth,

sharpness of the lip, and distribution density of the forms.) Several

conditions were assumed in developing the interpretive templates.

We assumed that the operation was carried out using a planview picture
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and constant angles g within the limits of the picture, and we also

assumed that the craters are on a horizontal surface. Therefore,

for further use of the proposed identification technique, it is

necessary to analyze how picture obliquity, variation of the angle g

in the limits of the picture, particularly at the edges, and the

general slope of the surface into which the forms are cut affect the

configuration of the D isolines.

'ON THE DETERMINATION OF CERTAIN ASTRONOMICAL, SELENODESIC,

AND GRAVITATIONAL PARAMETERS OF THE MOON

Ye. P. Aleksashin, Ya. L. Ziman, I. V. Isavnina,

V. A. Krasikov, B. V. Nepoklonov,

B. N. Rodionov, A. P. Tishchenko

Problem formulation. We examine a method for joint construction /1'

of a selenocentric fundamental system which can-be realized by a co-

ordinate catalog of reference contour points uniformly positioned

over the entire lunar surface, and determination of the parameters

characterizing the gravitational field, rotation, and orbital motion

of the Moon.

Characteristic of the problem formulation is the introduction

of a new complex of iconometric measurements which can be made using

pictures obtained from an artificial lunar satelliteALS)-{l-2--4-.

The proposed method can be used to solve similar problems on any

other planet for which surface images can be obtained from a space-

craft.

Iconometric determinations are an effective technique for study-

ing planets from spacecraft. Their accuracy is independent of the

distance between the planet being photographed and the Earth. With
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proper selection of the orbit of the vehicle carrying the camera

equipment, iconometric observations can be made at practically any

points of circumplanetary space. An important advantage to icono-

metric determinations is the fact that they permit solving the posed

problem and finding all the elements mentioned above, with the ex-

ception of the orbital parameters of the planet being photographed,

without the use of any measurements from the earth. It will be pos-

sible to construct on the Moon, in the very near future, a global

reference grid and correlate it directly with the gravitational field

parameters, only on the basis of iconometric observations from space-

craft

Characteristic of the proposed technique for solving the problem

is the joint statistical analysis of all forms of measurements: orbi-

tal iconometric, Earth-based trajectory, and also a priori informa-

tion on the parameters in question which is known from Earth-based

astronomical studies.

Coordinate systems, parameters being determined, and basic data.

We introduce the following right-hand rectangular coordinate systems.

Vehicle-fixed system with origin at the mass center of the ALS;

the axes lie in the direction of the satellite structural axes. The

positions of the images of the photographed points are specified in

this system by the vectors F.

Selenocentric system with origin at the mass center of the Moon;

the abscissa and applicate axes coincide with the longest and short-

est axes of the lunar ellipsoid of inertia, respectively. The posi-

tion of points in this system are specified by the vectors R'.

Inertial system with origin at the mass center of the Moon; the

abscissa axis is directed toward the midpoint of the vernal equinox

of the Earth to epoch TO, the applicate axis is directed toward the

ecliptic pole. We denote the point position vectors in this system

by .
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Geocentric system with origin at the Earth's mass center; the

abscissa and applicate axes are directed, respectively, toward the

midpoint of the vernal equinox and along the mean axis of rotation

of the Earth to epoch TO . Point locations in this system are speci-

fied by the vectors e.

We define 'the orientation of the vehicle, selenocentric, and

geocentric systems, respectively, in the inertial system by the

matrixes 8, , and H. Then

(2)

where a is the inertial vector of ALS position; qc.is the geocentric

vector of lunar mass center position.

We express all the parameters being determined in the inertial

coordinate system at the instant to, and form the estimate vector Q0

_4 = (KA., PA., R969 VOSS Pc, Z0, . r, RjT (4)

where #, and TVe are the phase coordinates of the ALS and the

Earth; U are the lunar gravitational.parameters field; c is. the maxi-

mum moment of inertia of the Moon, L is the kinetic moment of the

moon; X are the Rodrigues-Hamilton parameters describing rotation of

the Moon (they define the elements of the matrix ) *; F(i=1,2,...,p)

are the Euler angles defining e1 at the instant-of photography tpi;

R(j 1,2,...,q)are the coordinates of the lunar surface points which form

the reference selenocentric grid.

,

The Rodrigues-Hamilton parameters make it possible to represent in
more general form the differential equations of lunar rotation about
the center of mass, and remove the singularities characteristic of
the angular variables [3].
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We shall consider that the estimate of the vector Q0 is made

using the following measurement complex: rs, rpl are the position

vectors of the star images and lunar surface points in the vehicle-

fixed coordinate system, referred to the photographing times t,p'

where rs and rpl are determined by the measured coordinates of the /181

picture points, the iconometric parameters of the imaging cameras and

the elements of their mounting on the spacecraft; D, D are the ALS

distances relative to the Earth-based measurement stations and their

rates of change, referred to the observation times, and D and D are

measured by radiotechnical means at Earth-based measurement stations.

The measurement complex can be broadened. We can measure from

the Earth the ALS azimuth A and elevation y, and their rates A, y.

We can measure from the ALS the distance d to definite points of the

lunar surface, the ALS ground speed W, and other elements.

The basic data not subject to estimation include: tt and t

are the trajectory measurement and photography times, Rs are the

inertial coordinates of the stars, R 1  are the geocentric coordinates

of the measurement stations; Re ge are the geocentric phase coor-

dinates of the Sun, Jupiter, and other planets; M are the masses of

the Sun, Earth, and other planets; H is the matrix of orientation of

the inertial system in the geocentric system.

In solving the problem, we assume that all the measurements and

a priori information on the parameters being determined, obtained

from astronomical studies, obey the normal law with known second

moment matrixes.

Coupling equations and problem solution algorithm. We write the

equations coupling the current values of the estimate vector with

the measured quantities in the form:
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bn Irpl °n. Fq= I (B;- eJRA); (5)}

rpq J

rund-based ei n; (6)

DiJ

tD.)

D= On, ,bk,= --
Did, = ~ (V k V-n1k) (R.-SkR'~ (8)

b.J

/182
Here, tI;2....s are the numbers of the photographed stars; k=12,...,m. are

the times of Earth-based trajectory measurement; 1I=-,2,..., n are the

numbers of the ground-based measurement stations; R are the inertial

coordinates of the photographed stars; Bi=E6i is the orientation

matrix of the body-fixed coordinate system in the selenocentric

system.

In solving the problem, we assume the following conditions are

satisfied:

1) on each picture of the lunar surface, we select no less

than m images of points in the created reference grid; here m > 3 is

determined by the picture overlap ratio;

2) each lunar surface reference point is represented on at

least two pictures;

219



3) at least two stars are represented on each star picture;

4) the ground-based trajectory measurements are made from at

least two measurement stations.

The first and second conditions permit constructing a triangula-

tion gird, including the photogr phed lunar surface points and the

observation points, and also permits determining in this grid system

the orientation of the vehicle-fixed coordinate system at the ex-

posure times. The third condition permits determining at each ex-

posure time the orientation of the vehicle-fixed coordinate system

in the inertial system.

We shall consider the vector Q of current values of the para-

meters being determined as a function of the vector Q0 of estimates,

which is the solution of the differential equations of the perturbed

spacecraft motion relative to the lunar mass center, the differential

equations of lunar rotation relative to its mass center, and the

differential equations of the perturbed motion of the Earth relative

to the lunar.mass center.

We shall describe the ALS motion under the influence of per-

turbing accelerations arising from attraction of external bodies,

noncentrality of the lunar gravity field, and solar radiation pres-

sure. In the inertial system, the ALS equations of motion are

written in the flowing form [5]:

R = V,

V-- = +-0 TV+K.) (9)s  ,

+Tti .LR (9)(I

where i, R are the gravitational parameters and inertial position /183

vectors of the disturbing bodies;'Ac is the gravitational parameter

of the moon; V73 is a vector whose components are the partial deri-

vatives of the lunar force function U with respect to the ALS phase

coordinates; Kli is the coefficient of light pressured, defined by
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the relation

K KAA (10)
li mA

Here K is a coefficient characterizing the emittance of the sun and

reflective properties of the object surface [6]; AA is the ALS photo-

metric cross section; mA is the ALS mass.

The lunar force function is defined in terms of ALS selenocen-

tric coordinates by the expression:

U = + + cP. (sin ) +
no n' n

+ a1 [c,,. cos mk%+ dn, sin m sPn. (sing s.)l*(1
n-I rin-1 i

where a is the semimajor axis of the Moon, n1 and n2 are the numbers

of sectoral and tesseral harmonics, respectively; Pnm (sin 4) are the

Legendre associated polynomials; A, XA are the ALS selenocentric

latitude and longitude; cnm, dnm are the coefficients of the force

function series expansion in spherical harmonics, defined by the

expressions [7]:

C""' Sf .(R)"P P.(sin q) cos m dM,

d., = f S f (R').P. ,(sin mp) sin madM, (12)
me ( rn

- (A - ")__ _
e 1 Vtni (n+m)l I

We express the vector VU in the form:

VU= .•. gX, (13)

where
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I IOau

v~J
is a vector whose components are the projections of the lunar force /184

function on the axes of the local horizontal coordinate system (z-

axis along the radius vector, abscissa axis in the plane of the meri-

dian); n is the orientation matrix of this system in the selenocen-

tric system.

We write the differential equations of motion of the Earth in

the inertial system in the form [8]:

V -(I&(+ _ + . We,- .I ,] (14)

le _We -R13 jq

We shall describe the dynamics of lunar rotation relative to its

mass center using the general theory of motion of an absolutely rigid

body. We express this motion by the elements of rotation of the

selenocentric coordinate system in the inertial system. We write the

differential equations of lunar rotation in the form [9]:

L =M,

V 2 10) x, (15)

2

where L is the kinetic moment of the Moon; M is the moment of the

external forces; w is the angular rate of lunar rotation; 10 and

.. )are the Rodrigues-Hamilton parameters.
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We write the vector w in the form:

(16)

(A -F -Dwhere F B--D is the lunar inertia tensor. /185

_-DC

We see from (12) that the lunar inertia tensor elements are

connected with the gravity field expansion coefficients by the

relations:

A = C + a'MC (c2o- 2cu), B = A + a'Mc4c,2, D = a'MCdn,

E = a'M(Cc2 , F = a2MC2df1. (17)

We shall discuss the geometric scheme for determining w from

iconometric measurements. We take two pairs of synchronous pictures

of the lunar surface and stars, obtained over the time interval tij

during which we can neglect w variations. From the lunar surface

pictures, we find their mutual orientation in planetary space - the

matrix Bij*. We determine from the star pictures the inertial orien-

tation of the vehicle-fixed system at the exposure times - the

matrixes e1 and e .

The rotation of the moon in the inertial system during the time

tij is defined by the matrix E:

B = eL eTy. (18)

From the elements of this matrix, we find the average-over-the-time-

0 0 0
segment tij vector wiJ, its direction cosines Zij , mij , nij , and

the angular velocity wij in the inertial coordinate system [10]:-

The matrix Bij may be found if the same five points of the lunar

surface are represented on both pictures, or from three points in
the triangulation grid.
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o = cos ao os a, v = j1 arcsin , ,
2J,

m'i =sinocos o, ao=arctg ,
In -In ( 19 )

n-4 = sin 8o, 60 = arc cos 2 (n - I
V sin 2m.

Construction of the selenocentric coordinate system is realized

by shifting the origin to the point with coordinates

X; = ac,,,

Y; = ad., (20)

Zoo - acqo

and rotation through the Euler angles [11] /186

= arctg c,

-2-n-q -. - arc tg- d -€, ( 21 )

The direction cosines Ij,m',n' of the instantaneous lunar rota-

tion vector in the selenocentric coordinate system (at the time ti)

are found from tfe expression:

i.(22)

From the found coordinates Xj, Yj,Z of the lunar surface points

in the global reference grid, we can find the approximating geometric

figure of the Moon - the reference surface - representing it by

analogy with the gravity field in the-form of the expansion of the

radius vector in spherical functions E12], or by a three-axis ellip-

soid. The dimensions of the latter, and its orientation in the

selenocentric system are determined upon minimizing the functional
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9D = 2 (an1i/ + a1yi + a23Zr + aJKiYi+ a13X(ZI +
J- (23)

a YIZI + aXI + aYI + a3ZJ + 1).

The cited systems of differential equations and the equations

coupling the measured quantities with the current values of the ele-

ments of the vector Q make it possible to determine all the sought

parameters of the problem.

1. The triangulation grid (5) is constructed from measurements

of the lunar surface pictures.

2. The inertial orientation of the triangulation grid at the

exposure times is determined using (6), from measurements of the star

pictures.

3. The Quantities (18), (19) and the value of the lunar rota-

tion vector are determined from the variations of the triangulation

grid inertial orientation, and the inertia tensor and kinetic moment

of the Moon are found from solution of (15), (16).

4. The triangulation grid scale*, the ALS phase coordinates, /187

and the parameters of the lunar gravitational field are determined

from the solution of (9), using the vectors of ALS location at the

exposure times, found in constructing the triangulation grid.

5. The ALS phase coordinates and the lunar gravitational field

parameters are also determined on the basis of Earth-based trajectory

measurements from solution of (9) - (14); in so doing, the geocentric

phase coordinates of the Moon are also found.

6. The selenocentric coordinate system is obtained (20), (21)

using the resulting lunar gravitational field parameters (the posi-

tions of the photographed lunar surface points and the current values

The scale can also be found from laser measurements of the altitude.
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of the lunar rotation vector direction are determined in the seleno-

centric system).

7. The parameters of the reference ellipsoid are found (23)

from the coordinates of the lunar surface points.

Algorithm for estimating vector of determined parameters. For

evaluating the vector Q0 from the results of radiotechnical and icono-

metric measurements, we shall use one of the most effective statis-

tical methods - the maximum likelihood method. The choice of this

method is due to the simplicity of its numerical realization, and the

factthat the estimates obtained are Joint-efficient, consistent, un-

biased, and asymptotically normal [13]*. Moreover, the inclusion of

a priori information on the vector Q0, when examining it as an addi-

tional measurement form, does not lead to change of the problem solu-

tion algorithm.

The amount of measurement information, the dimensions of the

vector of estimates, and the impossibility of writing in explicit

form the functional dependences of the measured quantities on the

defining parameters made this problem extremely complex, even for

computer realization. Therefore, optimization of the program and the

measurement set and choice of the problem numerical solution algo-

rithms are particularly important.

Estimation of the vector Q0 , in accordance with the maximum

likelihood principle, leads to the necessity for minimizing the func-

tional

.O°Q) =VK-1n+V'rr-1W" ( 24 )

where n is the a posteriori information error vector; n* is the a

priori information error vector, K and r are the correlation matrixes,

respectively, of the a posteriori and a priori information.

*If the distribution law is other than normal, the estimates obtained
will be the estimates of the generalized least squares method.
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We obtain the estimate of the vector Q0 in accordance with (24)

from solution of the system of likelihood equations

•0 = A/-T ' F-,? = o. (25)

Here, the matrix /188

A=. AA ~ (26)

is the matrix of partial derivatives of the measured quantities with

respect to the parameters being determined.

Using (15) - (18), we can obtain the expressions for the ele-

ments of matrix A1 in explicit form. The elements of matrix A2 at

the measurement times tt, and the vector of theoretical values of the

measured functions (5) - (8), will be obtained by numerical integra-

tion of the systems of differential equations describing ALS motion,

motion and rotation of the Moon, and the variational equations for

these bodies.

Since n depends nonlinearly on Q0 and its value is known approxi-

mately, the system of equations (25) must be solved repeatedly by the

Newton-Raphson method. At each step of the solution, we will have

the likelihood equations linearized, relative to AQ0, in the form

(Ar'A + F-1')AQ0 + (ArTfC + -'') = 0, (27)

where AQ0 are the corrections in the iterations to the approximate

values of the vector Q0 *

The structure of the coupling equations makes it possible to

break the problem solution down into several stages without disturb-

ing its:rigor. We first determine from the star pictures their in-

ertial orientation elements - the vector 0 and its correlation

matrix r;. The blocks of the rg matrix are 3 x 3 and, consequently,

their calculation does not present any difficulty. We introduce
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the found elements of the vector 0 into the general system of equa-

tions as a priori information with their cotrelation matrix rg.

This makes it possible to exclude the vector r3 of measured values

in the solution of the likelihood equations.

In the vector Q0 , the largest number of unknowns are the coor-

dinates RJ0 of the planetary surface points. We shall solve the sys-

tem of equations (27) without them. To do this, we represent the

vector AQ0 in the form of two subvectors AR and AQ0 . Then, (27)

may be written as:

D4AR; +4 4.= F1,

zAI + + AQ?, F+, (28)

where F1 and F2 are, respectively, subvectors of the free terms. Ex-

cluding AR, in (28), we obtain

ID.-. DDi'D 12jsj = F- (29)

The matrix D11 is associated with the'vector AR, and has the /189

Jordan form with cell dimensions 3 x 3; therefore, its inversion does

not present any problem. This makes it possible to formulate and

solve the system pf normal equations immediately in the form (29).

Then by substitution of AQ0 into (28), we find AR, and the most

likely values of the coordinates R .

In the iteration process, the selenocentric coordinate system

is refined, in accordance with (20) and (21).

We obtain the error Q0 correlation matrix from the expression:

K. =(ArK-1A + F-+)-(AC'K,-A + F-1) (ArK-1A + F-*)-, (30)

where K is the true correlation matrix of the measurement errors.
u

If the same matrix K is used in the analysis and in estimating the

accuracy, then (30) takes the form
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W4. = (ArK-TA + r-")-. (31)

Restricting ourselves to linear theory, we obtain the expression for

the estimate of the accuracy of the function p of the parameters

being determined:

KP=HrKQ*H, (32)

where His the matrix of derivatives of the given functions.with re-

spect to the parameters being determined.

Expression (30) is used in synthesizing the optimum program and

the measurement set for solving the posed problem. In this case, Ku

is selected so as to obtain the maximum volume of the correlation el-

lipsoid of the errors of the sought vector Q0 "

Conclusion. For practical realization of the proposed technique

it is necessary to create special space vehicles and inject them into

definite orbits.

It is difficult to solve the posed problem from a single orbit.

In principle, global photography of the Moon can be accomplished only

from a high circumpolar orbit. On the other hand, to determine the

parameters of the gravitational field, we require very low orbits,

and with the greatest possible variety of inclinations..

The problem of determining the gravity field parameters imposes

a limitation on the orientation system and ,the other equipment in-

stalled aboard the spacecraft with respect to the moments created by

the equipment, which may affect the orbit. For lunar surface photo-

graphy, the satellite must be oriented along the radius vector and

the velocity vector. The gravity orientation system will probably

be optimum. The effectiveness of the proposed technique will be

determined to a great degree by the accuracy of the iconometric

measurements and their disposition in time. Therefore, photographic /190

equipment will be preferable as the imaging equipment, although it

requires return of the exposed materials to the Earth.
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The parameters of the imaging apparatus determine the require-

ments on several other systems, particularly the time recording system.

All the listed requirements and many other requirements on the

spacecraft itself - its orbit, orientation system, orbit monitoring

system, imaging apparatus, and other elements of the onboard and

ground-based complexes - can be obtained on the basis of the above

analysis with numerical modeling and estimation of the problem

accuracy.
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EVALUATING THE ACCURACY OF SELENODESIC

REFERENCE GRIDS

A. A. Koptev

Evaluation of the accuracy of lunar surface reference point

coordinates given by the catalogs is a complex problem; therefore,

the conclusions of scientists in regard to error magnitudes and their /191

distribution over the lunar disk are contradictory. The altitude

errors are evaluated particularly inconsistently because of the low

reliability of their determination. Specifically, Kopal [1] and

Goudas [2] conclude that the altitudes of points are determined most

accurately in the center of the lunar disk; the accuracy diminishes

231



toward the edges, and is an order of magnitude lower at the edges

than in the center. Arthur [3] draws the opposite conclusion, stat-

ing that the altitude determination accuracy near the edge of the

disk is at least 3.5 times higher than in the central region. Hap-

mann [4] takes an intermediate position on this question. He con-

cludes that the altitudes are equally accurate everywhere.

Reference point coordinate accuracy can be evaluated by three

techniques: on the basis of internal consistency, comparison of the

catalogs, and calculation of the errors from theoretical analysis.

The studies of Mills [5] showed that the accuracy evaluation on the

basis of internal consistency yeilds satisfactory results only for

a large number of photographs used (100 or more). Important factors

are not taken into account when comparing catalogs with one another:

accuracy of the telescope, number of photographs, and so on.

In the present article, we make an estimate of the accuracy of

reference point grids using the third technique, where we take into

consideration telescope accuracy, number of photographs, and libra-

tion amplitude.

Problem solution in general form. To solve the problem, we use

the formulas for the relationship between the coordinates of lunar

surface points and their images on the photograph [6]:

= - X(1)

Y,
q- o= (- o) z, (2)

where C, n, C are the lunar surface point coordinates in the seleno-

centric coordinate system, (0' no 0 are the coordinates of the

photograph center of projection in the same system; X', Y', Z' are

the reduced picture point coordinates, obtained from the expressions:

X= aix + ay -a,
Y = bjx + by - bf, (3)

Z' = cx +cLy-c- C.
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Here, x, y are the measured coordinates of the photograph points;

f is the telescope focal length; ai, bi, ci are the direction cosines

which convert the picture coordinate system into the selenocentric

system. The quantities 0' rO C0, ai, bi, ci, the-picture external

orientation elements, are found from the picture orientation with /192

respect to the reference points. The errors of the external orienta-

tion elements can be both systematic and random. The systematic

part is due to the influence of the errors of the initial data if

the same initial points were used for orienting all the pictures.

The random part is due to the errors of point identification and meas-

urement, and also the influence of the atmosphere. Different initial

points may be used for orientation, which leads to the appearance

basically of random errors; therefore, the least squares technique

can be used for the solution of such problems. Thus, we convert from

the exact equalities (1) and (2) to the equations of the corrections.

Assume the unknowns C, , ( have the approximate values C, , C, and

the corrections to these.values are V 6 n, 6 ~. The equations of

the corrections for each point, represented on n pictures, will

have the form:

6" A8C + Ao = Ot. (4)

q-c + BO = O. (5)

In'(4) and (5), we have used the notation A = X'/Z', B = Y'/Z',

Ao= (-o)-( -Co)A; Bo = (r-,)-(i-C)B. (6)

The quantities A0 and B0 are free terms. The errors ,.0A, include

not only the errors of the measured coordinates and the picture focal

distance, but also the errors of the orientation elements, which

also include the errors of the initial data.

We see from (4) and (5) that the unknowns 6C 6- , 6 cannot be

determined from a single picture, since there are two equations with

three unknowns for each point. For their determination, we must

have at least two pictures with different librations. In practice,

more than two pictures are used, and, therefore, we obtain a large
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number of redundant measurements, and the problem is solved by the

least squares technique.

The normal equations, formulated on the basis of the correction

equations, will have the form:

- ZA6C + LAO = 0,

n84- ZBc + ZBo= 0, (7)

- ZA8 + - Z8 (ZA' + ZW) 6C - AAO - £BBo 0,

where n is the number of pictures on which the given point is re-

presented.

Accuracy evaluation. The weights of the unknowns are obtained

using the well-known rules of the least squares technique. The

formulas for their calculation have the form

= I + (ZA)'
P1 n D

1 I (ZB)s (8)
P' n D
I n'

PC D

where D is the determinate of the System (7). /193

The same rules were used to obtain the (altitude) function weight

h = + Ro,( 9 )

where R0 is the radius of the levelled surface from which the alti-

tudes are measured.

A formula having the following form was obtained for calculat-

ing the function weight:

_ = t - " (ZA' + EB' + nt')' (0)

P n D

In (10), the coordinates E', n', C' are expressed in fractions of

the lunar radius, i.e., I'=/Ro; '=n/Ro;t'=/Ro.
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The use of (10) to analyze the accuracy of height determination

on the Moon as a function of point location on the lunar surface is
difficult. Therefore, in the further analyses, we shall take a pair

of pictures as the basis. We divide all the pictures into pairs, so

that the libration difference will be maximum between the pictures

of each pair, while the librations themselves are approximately

equal in absolute magnitude and opposite in sign.

For a picture pair,.the determinant of (7) will have the value:

D= 2 (po qo,). (11)

ere, p0 and q0 are the longitudinal and transverse parallaxes of

the horizontal picture, and are equal to

O ; zX z ;

Moreover,

x ~ + : (12)

Let us now express the system determinant in terms of the libration /194

magnitudes. We can write the approximate relations for the longi-

tudinal and transverse parallaxes [6]:

9a .' (13)

where S is the Earth-Moon distance; BV, Bn are the projections of

the photographic baseline on the E and n axes.

Expressing p0 and q0 from (13), we substitute them into (11):

D - 2 (A+ 'P .3 S2

The terms BE/S and B IS in this equality are the overall librations

of the stereopair in longitude and latitude, i.e.,
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B& +4.±' I Bb+bi b

S p p S p p

Consequently,

D= -(+b'). (14)
PS

For librations which are equal and opposite in sign, the values of

A + A2 and BI + B2 approach zero, since A -A2 , B -B2 . For a

large number of stereopairs, the sums EA and EB will always be small

quantities, because of compensation of the positive and negative

librations, and can be neglected.

The point coordinates and heights are calculated for several

stereopairs rather than for a single pair (in order to increase the

accuracy of their determination). On the basis of (8), (10), (14),

the weights of the unknowns E, n, C and their functions h, obtained

from the stereopairs, will have the following values:

I 1 I 2p . 1 4PV'
= n-== ) 2 -. + (15)

P, Pq 2m' I m'+bms

After calculating the weights, the errors of the point coordinates

and heights are calculated in accordance with the rule of the least

squares technique, using the formulas:

m. + *pl" (16)

where V is the unit weight error.

We see from analysis of (16) that the coordinate and height /195

errors depend on three parameters: libration magnitude, location of

the points on the lunar surface (the coordinate C'), and the unit

weight error.

Calculation of unit weight error. The unit weight error is

usually calculated using the formula:
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_,= __(_+___ (17)

n-k

where n is the number of measurements; k is the number of unknowns

(for,the stereopair n = 4, k = 3).

Then,

10 01, + IV, +01. + 0:,. 2 (tl + 0). (18)

The errors O and o, are functions of the linear and angular external
orientation element errors, and the measured point coordinate errors.

Consequently, we can write:

Oi=2, - -) m,, where i=too,a,w,x,x,y,f; (19)

q= m), where =oCoa,,,x,y,f. (20)

In these equations, a ,W ,K are the Euler angles. The following
relations exist between the direction cosines and the Euler angles [6]:

4= cos a cos x- sin a sin o sin x, b1 = cos (o sinx,
.as =- cosa sin x sin a sin a cosx, b2= cos cosx,
a -=-sinacosp, b= -sin c,
c, = sin a cosx + cos a sin w sin x, (21)

cs = - sin a sin x -cos a sin o cos x,
Cao= Os$ a co.s W.

We obtain the partial derivatives appearing in (19), (20) after dif-

ferentiating the basic equations (1), (2):

= S; =0; (OF)= 0; (f=)= S; ( S
F S is a (IF z( OF) i A=-; -Oij.o n ' . 10 1

-OF =B= ; -*= - ,= - =--

OF OF xS OF YS.)=; ; ,= '  (22)

where xo= -f-; yO=- are the horizontal picture coordinates. /196
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Substituting the values of the partial derivatives into (19),

(20) and then into (18), we obtain:

A!=.2 {m m (.+ Dm S + + , +

+ 9 + (4 - )' + + (2Lr2 , 2 (23)

where r'=x'+y', rO'=xO'+y. In (23), we then set m,= m,=ma, m,.=m,-

m.,,, m = m- .xy , then

4 +- -)6 + M2 '+

Ps 2 ,2 221 (24)

We denote the constant error due to external orientation of the pic-
m'

ture with respect to the reference points by m 2f.,+- S =6 2 and the. P1

variable error which depends on the picture point coordinates by

[-. + -_M* + _, ]
S t* * ( \ ' ' 2 S

Ist  7 212

With these notations, (24) will have the form:

p.;=:2 .. .. '- +,v ; ( 25 )
" ,2: , ' .:':..

The external orientation elements are determined on the basis /197

of the most reliable reference points, which should be distributed

uniformly over the lunar disk. Unfortunately, the reference points

contain significant errors which cannot be neglected. In order to

reduce the influence of the reference data errors, it is necessary

to orient each picture by using as many reference points as possible.

Therefore, we require that

S238S.
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As for the magnitude of the error v, as a rule it.is less than

a, but we also subject it to the condition v<mYS, assuming that this
t

will compensate to some degree for the influence of the external con-

ditions and the other ignored errors.

Considering the above remarks, the formula for calculating the
unit weight error takes the form:

.3m (26)

f

We express the error mxy due to accuracy of point coordinate

measurement on the picture in terms of the telescope resolution,

120" 0, 12equal to v=- =, 1, where DM is the telescope objective diameter in

meters.

Thus, we set

' my 0",, (27)
I P pDM.

Thus, the unit weight error with account for (27) has the value

p=0,24 "3-~ . (28)
PDM

Substituting the values of S and p into (28), we obtain the formula

for the unit weight error in final form:

~M(084 (29)DM

The basic characteristics of the.telescopes of the observatories

whose pictures were used for lunar topography, and the corresponding

unit weight errors, are shown in Table 1.

Here, the quantities mxy characterize the metrological proper-

ties of the pictures, and my - the resolution of the telescopes.
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TABLE 1

Resolution

Observatory f, cm D, cm In angular In linear , km

measure, measure on
my picture,

xy

Lick (L) 1722 90 0.13 11.5 0.93

Pic-du-Midi (P) 1806 60 0.20 18.1 1.40

Goloseyevo(G) 550 40 .0.30 8.2 2.10

Pulkovo (Pul) 1050 65 0.18 9.7 1.30

Modern instruments make it possible to measure picture point 
co- /198

ordinates with accuracy on the order of 10 - 15 p. Hence, it follows

that the values of mxy corresponding to the telescope resolution

agree with the data of photogrammetric measurments, 
and may be taken

as the basis for calculating the accuracy of the determination of

lunar surface point coordinates. Also, in the resulting formulas,

the values of mxy were considered to be independent of 
the location

of the features on the lunar surface. This as associated with the

fact that, in deriving the formulas we considered point features of

small dimensions, whose form does not influence the accuracy 
of their

definition. When measuring real features (craters) on the pictures,

their form changes from the center toward the edges of the Moon.

For example, a crater which has a circular form in the center 
of the

lunar disk is imaged on the picture in the form of an ellipse 
when

it is located near the edge. Moreover, the different conditions of

illumination of the features in different parts of the lunar disk

influence the accuracy of the identification and measurement of the

features. This is why the coordinates of points located in the limb

zone are not determined when calculating the catalogs, and only the

zone X = S 700 is considered. Tables 2 - 4 show the errors of the

the point coordinates and heights calculated using (16) and 
(29).

The following factors were considered in calculating the errors:

240



TABLE 2 *

m~q km

Number of stereo- M, km

pairs
L P G Pul

S0,66 0,98 1,47 0,91
9 0,22 - 0,33 0,50 0,30

25 0.13 0,20 0.29 0,18
49 0.09 .0,14 0,21 0,13

Commas represent decimal points.

TABLE 3 *

No. of m. _

-,+ 1. b-b,+ b. stereo- 1 L

pairs m t  G

1 8,9 13,2 20,0 12,3
9 3,0 4,4 6,7 4.1

62 6 25 1,8 2,6 4,0 2,5
49 1,3 1,9 2,9 1.8

1 6,7 9,9 15,0 9.2
9 2,2 3,3 5.0 3,1

8 8 25 1,3 2,0 3,0 1,8
49 1,0 1,4 2,1 1,3

1 5,3 7,9 11,9 7,3

.10 10o 9 1,8 2,6 4,0 2,4
5, t1I  1,6 .2,4 1,5

49 0,8 .I 1,7 1,0.

Commas represent decimal points.

We see from the analysis of the data in Tables 2 - 4 that the /199

errors in the C determination exceed by several fold the errors in

the determination of t and n;

the acuracy of the determination of C and h increases with in-

crease of the librations;

heights are determined more accurately toward the edges of the /201

lunar disk than at its center;

the higher the telescope resolution, the more accurately the

point coordinates and heights are determined;
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TABLE 4 *

No. of _647+b,' b,+ stereo- l G L G ....pairs m- P G
...V L .sero -- P - -~ P_

1 S,913,220,012,35,37,911,97,31,9 2,84.22.8
9 3,0 4,4 6,7 4,1,8,8 4,02,40,6 0,91,40,9

6 25 1,8 2.6 4,0 2,51,1 ,6 2,41,50 ,4 0,60,80 ,5

49 1,3 2 1,9 2,9 180,811 1,71,003 0,40,60,4

1 6,71 9,915,0 9,24 ,t 6,1 9,25,61.5 2,23,32,0

9 2 2 3,3 5,0 3,11,42,0 3, 1,90,5 0,71,10 ,7

8 25 1,3 2,0 3,0 1,80,81,2 1,81,10,3 0,40,70,4

49 1.0 142,1 1,30,60.9 1,30,80.2 0 0,50,3

1 5,3 7,911 ,9 7,33,34,8 7,34,51.2 1,82,71,7

9 1,8 2,6 4,0 2,41,11 ,6 2,41,50,4 0,60,90,6
o10 25 , 1,6 2,4 1,50,71,0 1,50,90,2 0,40;50,3

49 , 1t, t,7 1t,00,50.7 00,80,2 0,30,40,2

I m. , aJ

Commas represent decimal points.

in order to improve the accuracy of coordinate and height 
deter-

mination, it is necessary to increase the number of pictures, select-

ing stereopairs with librations which are maximum in 
magnitude and

opposite in sign.

In selenodesy and selenography, .we use not only the ((, n, )

rectangular coordinate system, but also the selenographic coordinates:

longitude X, latitude 8, and absolute heights h. These systems are

connected with one another by the relations

- =(R + h)cos,8 sin X,

,= (R + h) sin p, (30)

( ==(R +h) cos cos h.

We obtain the inverse relation if we divide the first equation of 
the

System (30) by the third equation:

tg,= 1 . (31)

We obtain the other coordinate 0 from the second equation:

sin~-- 1 - (32)

2 +42'
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Using (31) and (32), we find the mean square errors m and m

M L /Sins .n + cos2 Xmj, (33)m WC03-- (33)

ms =2 (1 - sin McoseX))m + sin; ft . (X3)
R (4

The errors mX, m for . = b = 80, and X = 0° , a = 600 were calculated

using (33) and (34). The calculation results are shown in Tables

5 -7.

TABLE 5 *
(I = b =8)

- - - -6

L P G Pul L P G Pul

I',3 2'..0 2',.9 i',8 11'.5 17'.O 25',7 15',8
9 0,4 0.,7 1,0 0,6 3,8 5,7 8,6 5,3

0 25 -0,3 0,4 0.6 0,4 2,3 3,4 5,1 3,2
49 0.2 0.3 0.4 0,3 1,6 2,4 3,7 2,2

1 2,6 4,0 5,8 3,6 23,0 34,1 51,1 31,7
9 0,9 1.3 1,9 1,2 7,7 11,4 17,0 10,6

60 25 0,5 0,8 1,2 0,7 4,6 6,8 10,2 6,3
49 Q.4 0.86 0,8 0,5 3,3 4,9 7,3 4,5

*Commas represent decimal points.

TABLE 6 *

(I .b -8-)

.,I0 A..60*

L P G. FiulL P G Pul

I 1'.4 2',0 3',0 i'.8 1',4 2',0 3',0 i',8
9 0,5 0.7 1,0 0,6 0,5 0,7 1,0 0,6

S0 25 0,3 0,4 0,6 0,4 0,3 0,4 0,6 0,4
49 0,2 0.3 0,4 0,3 0,2 0.3 0,4 0,3
1 11,6 17,2 26,0 16.0 5,9 8,8 13,3 8,1.
9 3,8 5,7 8,7 5,4 1,9 2,9 4,4 2,7

. 25 2,2 3,5 5,2 3,i 1,2 1,8 2,7 1,6
49 1,7 2,4 3,8 2,2 0,9 1,2 1,9 1,2

*Commas represent decimal points.
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We see from analysis of the TABLE 7*

data in Tables 5 and 6 that: A-o "'*

the errors m exceed the M A

0 0',4 0'3 1,0 3'0 0',I 0.4
errors m by several fold, ex- 60 0.9 2,0 0,6 5,5 0,8.1 0,3

cept for the central zone of Commas represent decimal

the lunar disk; points.

the errors m increase toward the edges of the lunar disk, and

the errors in the edge zone are an order of magnitude larger than in

the central zone;

the errors m increase with latitude increase, and change very

little with longitude change.

For comparison with the theoretical calculations, we present /202

the results of an evaluation of the errors m., ma, mh of the Mills

catalog [5]. The errors were calculated for two values of X and a,

equal to 0 and 600. The Mills catalog was taken for comparison be-

cause the coordinates of the lunar features in this catalog were

obtained from 120 photographs made at the Pic-du-Midi observatory.

The use of a large number of photographs reduced the influence of

random errors associated with atmospheric turbulence, identification

of the points on the photographs, and so on. The errors of the

Mills catalog for X and a equal to 00 and 600 are shown in Table 7.

It follows from comparison of the theoretical calculations

shown in Tables 4 - 6 (values underlined in the tables) with the re-

sults of the Mills catalog (Table 7) that not only are the laws of

error variation over the lunar disk the same, but magnitudes of

these errors are also in agreement with one another. The formulas

and tables presented in this article can be used to evaluate the

accuracy of catalogs compiled from photographic data of other ob-

servatories, and different numbers of pictures than used in the

Mills catalog.

244



N75 i4 43
References

1. Kopal, Z. Topography of the Moon. Space Sci. Rev., Vol. 4,
No. 3, 1965.

2. Goudas, C. L. The Selenodetic Control System of the U. S.
Army Map Service. Icarus, Vol. 4, No. 2, 1965.

3. Arthur, D. W. G. The Computation of Selenodetic Coordinates
Using the Librations. Communs Lunar and Planet. Lab, Vol.
4, No. 1, 1965.

4. Hapmann, I. Mitt. Univ.-Sternwarte Wien, Vol. 67, No. 12, 1965.

5. Mills, B. A., and P. V. Sudbury. Absolute Coordinates of Lunar
Features III. Icarus, Vol. 9, No. 3, 1968.

6. Urmayev, N. A. Elementy fotogrammetrii (Elements of Photogram-
metry). Geodezizdat, Moscow, 1941.

DETERMINATION OF DYNAMIC CORRECTIONS TO POINT

COORDINATES OF PHOTOGRAPHS OBTAINED BY THE

ZOND 6 AND ZOND 8 SPACECRAFT

V. V. Kiselev, B. N. Rodionov

The linear and angular motions of the Zond 6 and Zond 8 space-
craft imaging camera [1] during exposure cause displacements of the
optical image points. In the case of instantaneous exposure of each
individual point and nonsimultaneous exposure of the complete frame,
this leads to finite geometric shifts of the points without causing
blurring of the photographic image. Therefore, when measuring tbe
resulting photographic pictures, the problem arises of reducing the /204
picture point positions to a common instant of time. This reduction
is performed by means of dynamic corrections to the measured picture
point coordinates.
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These corrections are found using the formulas of dynamic photo-

grammetry [2]. Before using them in application to the spacecraft

of the Zond 6 and Zond 8 type, let us turn to Figure 1. The follow-

ing notations are used in the present report: L and R are the center

and radius of the lunar sphere; Si, S is a segment of the spacecraft

orbit; Si , ..., S is the position of the camera 
projection center at

the instant of exposure; Ni, ... , N are the subsatellite points

(nadir points); Ni, N are the projections of the 
orbit on the surface

of the sphere; P is the plane tangent to the sphere at the nadir point

(horizontal plane); p is the photographic picture; n is 
the nadir

point on the picture; nSNL is the local vertical; o and 
0 are the

principal points of the picture and the ground; no, NO are the prin-

cipal verticals of the picture and the ground; kSKK' is the project-

ing ray; K', K, k are the ground point on the surface of the sphere;

on the plane P, and its image on the picture; HN = SN is the vehicle

flight altitude above the nadir point.

The following coordinate systems are shown in the figure.

LXLY LZL is the selenographic system with coordinate origin at

the center of the Moon, the z-axis LZL coincides with the lunar axis

of rotation, the abscissa axis LXL is directed along the line of in-

tersection of the lunar equator and zero meridian planes. The zero

meridian plane passes through the center of the Earth at the instant

when the mean longitude of the Moon on the ecliptic is equal to the

mean longitude of the ascending node of its orbit. The ordinate axis

LYL lies in the plane of the equator and completes the right-hand

frame, the position of a point is determined either by the three

rectangular coordinates XL, YL' ZL, or by the spherical coordinates

X, €, p: the longitude, latitude, and radius vector.

ox'y' is the picture coordinate system fixed with the principal

horizontal and principal vertical of the photographic picture.
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Figure 1. Diagram of Moon photography from Zond 6

and Zond 8 spacecraft, and the coordinate system
used



oxy is the picture coordinate system specified by the coor-

dinate marks.

SXkYkZk is the three-dimensional photogrammetric right-hand

coordinate imaging camera system, whose origin is located at the

center of projection. In this system, the SZk axis is directed along

the camera optical axis toward the surface of the Moon, the SXk and

SYk axes are parallel, respectively, to the oy and ox picture axes,

and the SYk axis can be directed either in or opposite the direction

of flight.

OX'Y'Z' is the ground coordinate system fixed with the principal

horizontal and the principal vertical of the ground; in this system,

the OX' and OY' axes lie in the P plane, the OZ' axis (not shown in

the figure) completes the right-hand set. Also shown in the figure

are the angles a - the angle between the camera optical axis and

the local vertical or the absolute inclination of the picture; K' is /205

the angle of rotation of the ox'y' picture coordinate system relative

to the oxy coordinate system; Wr is the horizontal velocity vector

(in the plane P or a plane parallel thereto) of any point of the

plane P or the ground (N, K, K', and so on); H is the vertical velo-

city vector (perpendicular to the P plane) of any point of the plane

P or the.ground;,y is the angle between the horizontal velocity Vec-'

tor Wr and the OX' axis of the OX'Y'Z' coordinate system; W is the

velocity vector of a point of the optical image; y' is the angle be-

tween the ox' picture axis and the vector w.

On the basis of the definitions made with the aid of Figure 1,

we reduce the dynamic correction formulas to final form:

-- fcos T -f - T s sin cos - sin a t

2-8 sinTsina cc - sin
H (CS f
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- f sin I cos---sin a)
A' (Wr) = ' / (2)

wr .
1 + sin y sin a os a- sina t

H (

WtH

)e -1cos c (osa - sin e )Ax' (W1) = ,f (3)Wil Wif

e I -Cos L Cos c - s a

WHf

+ () tga) e - cosa cos sina)

A Y (W )= (,+f- t o

W.H WH t (4)

f t

0 7R- e -1cos a cos cc - sin a

A X 0 [ sec(wxt) -1(5)

(W) se c (c -) t g  (6)

i+ tg .)
ee (03.)

A ((ay) = Y sec I ], (8)

Ax (w) = x [cos (a)O - 1I - g sin (cot). ( 9 )

AY (,) = x sin ()0 + y [cos (0.0 + I1, ( 10 )

where AX(Wr), Ay'(Wr).andAx'(WH), Ay'(WH) are the corrections to the picture /206

point coordinates in the ox'y' system, caused by the horizontal and

vertical spacecraft velocities relative to the ground point;

Ax(0), Ay(wx), Ax(m), Ay(yv), Ax(o), Ay((z) , are the corrections to the pic-

ture point coordinates in the oxy system caused by the angular rota-

tion rates ax, m, o. of the imaging camera about the axes of the Sxyiz

coordinate system (not shown in Figure 1), beginning at the center of

projection S and parallel to the oxyz picture system; x', y' and x, y

are the measured picture point coordinates in the ox'y' and oxy
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systems, f is the focal length of the imaging camera; t=(tA-to) is the

time interval between exposure times of the principal o and given k

picture points.

Formulas (1) - (4) account for the linear motions of the imaging

camera, and Formulas (5) - (10) account for the angular motions. For

the angular rotation rates ex=eo=e=1'.8sec- 1 of the stabilized imag-

ing camera of the Zond 6 and Zond 8 spacecraft, the change 0' 07 of

angular position relative to each axis during the complete frame ex-

posure time 0.04 sec is less than the angular resolution O'.2 of the

objective-photofilm system. Therefore, we can take ew=w=e,,==O. This

means that the dynamic correction calculation using (5) - (10) is not

made in the present case.

Determination of input parameters for formulas of dynamic correc-

tions to picture point coordinates. When using (1) - (4) to calcu-

late the dynamic corrections to the picture point coordinates, we

need to know the following quantities which appear in these equa-

tions: a,x,H,Wr,WH,y . Let us find their values.

To do this, we use the following basic data:

1) the selenographic rectangular coordinates XL S , ZL ofXS YS ZS

the spacecraft (center of projection)

2) the matrix of direction cosines of the photogrammetric coor-

dinate system axes Xk, Yk' Zk relative to the selenographic system

axes LXLYLZL

(a a , a, 

A= a2 a2g as) (11)

a.1 as2 ai

at the moments of exposure (with orientation of the SY axis opposite /207

the direction of flight, we denote the corresponding matrix by A');
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3) the modulus WS and direction cosines lVslIs2,IWs3 of the vec-

tor US of spacecraft orbital velocity relative to the axes seleno-

graphic coordinate system ZXLYLZL at the moments of exposure.

Let us determine the angle a. The imaging camera optical axis

SO coincides with the photogrammetric coordinate system axis SZk;

therefore, its direction in the LXL YLZ L  coordinate system is char-

acterized by the direction cosines a3 1 , a3 2 , a3 3 (11) of the SZk axis.

The angle a between the camera optical axis and the local vertical is

found from the expression:

cos a = a31 1vl + a3 2 
1v2 + a3 3 

1v3 ,  (12)

where vl' v21 V3 are the direction cosines of the local vertical

nSNL (see Figure 1):

vi -Xs (XZs + Ls)'.

v2 = Ls(XLs+Y s +Ls)-' (13)
v3 - ZLs (XS + YLS + ZS)- .

To determine the angle K', we need to know the direction cosines

of the oxy :and ox'y' picture coordinate system axes in the LXLYLZL

selenographic coordinate system. We add to the oxy planar picture

coordinate system the third axis oz, which completes the right-hand

system (see Figure 1). The matrix for converting from the SXkYkZk

photogrammetric coordinate system to the oxyz picture coordinate sys-

tem in accordance with the figure has the form:

(0 -1
B =-1 0 0 (14)

( 0 0 -1)

We have the following matrix in place of B if the SYk axis is oriented

opposite the direction of flight:
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(01 0\
B'==1 0

CO0 -0)

We obtain the matrix of direction 
cosines of the oxyz picture coor- 

/208

dinate system relative to the axes 
of the LXLYLZL selenographic sys-

tem from the product of the matrixes 
B (14) and A (11):

( 0 -1 0 (a, a a2 -a -a2, -aS3

C=BA= -1 0 0 j a,2 a2 , -a,, -a,, -aa . (15)

0 0-1 a,1 az a_3 I-az 03a -a0

The normal unit vector n of the principal vertical plane SonSNO,

whose trace on the picture is the oy' axis, determines the direction

of the ox' picture axis, since the 
ox' axis is perpendicular to this

plane.

The directions oSO and nSN, lying in 
the principal vertical

plane, are characterized by the unit vectors 
vSO and vSN. The coor-

dinates of the vector vSO in the system 
LXLYLZL are the direction co-

sines a31, a3 2 , a3 3 (11) of the SZk axis of the photogrammetric 
coor-

dinate system; the coordinates of the 
vector VSN are the direction

cosines 1Zvl' v2 1V3 (13) of the local vertical. The coordinates

nvl, nv 2 , nv 3 of the vector nv 
and, consequently, the direction 

co-

sines of the ox' picture axis are found 
from the vector product

VS0 x v SN' from which follows:

nvl = a321v3 - a32Lv3,

nv2 = a3 3 vl - a3 1 v3' (16)

nv3 = a31 v2 - a32 vl

In this case the vector nv and the ox' axis 
are pointed in the same

direction.
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Thus, from the known direction cosines of the ox, oy (15), and

ox' (16) axes of the oxy and ox'y' picture coordinate systems in the

LXLYLZL selenographic coordinate system, we find the desired angle

K', using the relations

cos x' = a n, - anme - a ,3

sin x' = - an, - asna - anan.. (17)

To find the flight height HN above the nadir ppint, we need only sub-

tract from the radius-vector length LS (Figure 1), the lunar sphere

radius LN = R

HN=(X4 +Y+Z.)' -*R. (18)

But we are interested in the flight height above a given surface

point. We proceed as follows. We find the direction cosines k., k2 , /209

k of the projecting ray kSKK' in the oxyz picture coordinate system3
(Figure 1), using the relations

k, =-x (x +y' +/2)-,
1 -- -y(x$ + Y +/T)-,

k= - (x' + y + I)"',

and convert from them to the direction cosines Zkl rk2' k3 of the

same projecting ray in the LXLYLZL selenographic coordinate system,

using the following matrix expression:

e =C' k, (19)
.1, k3)

where CT is the transposed matrix C (15)

=-a .a, (20)

-ana-a.)

On the basis of (19) and (20), we write
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la = - aki - aukg - aaka,

I. = - a2k, - as, - ank3, ( 21)
s = - aLa - a33k3.

We determine the angle a' between the projecting ray kSKK' and the

local vertical nSNL, using their direction cosines (21), (13) in the

LXLYLZL system, from the formula

cos a = Ivl kl + L v2 k2 + 1 3k3.

We obtain the sought height H on the basis of simple geometric argu-

ments (Figure 2) from the relations:

sin = (1 ) )cosa' H= HN+R[cos(a'+ )+lU. (22)

The correction to the height H for relief can

be taken into account in the calculations using

(18), (22) by varying the assumed radius R of

the lunar sphere on the basis of picture inter-

pretation results. K'

Let us determine the horizontal Wr and £

vertical WH surface point velocities, and the

angle y. At the moment of exposure, the velo- /210

city vector WS is applied to the projection Figure 2. Dia-
gram for deter-

center S. By virtue of motion relativity, we mining flight

can consider that the imaging camera is sta- height H above
can consider that the imaging camera is sta- surface point K

tionary and the velocity vector W = -uS , equal (aI'-LSK')

in magnitude to WS but having the opposite

direction, is applied to each point of the surface being photographed.

The modulus WS and direction cosines lIRsI,1vs2, IVS3 of the vector W

in the LXLYLZL se±enographic coordinate, system are known. The direc-

tion cosines of the vector 7 are, respectively, -1rS,-IvS2'-vS3.s .

The vector W must be broken down into two components - parallel and

perpendicular to the plane P (Figure 1) - or a plane parallel
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thereto and passing through the given surface point K'. This objec-

tive will be accomplished if we resolve the vector W along the axes

of the OX'Y'Z' local coordinate system, whose axes OX' and OY' lie

in the plane P and OZ' axis is perpendicular thereto.

Let us determine the direction cosines of the OX'Y'Z' coordinate

axes in the LXLYLZL system. We find the direction cosines lj/, l'2 ly'-

of the OY' axis as the direction cosines of the line of intersection

of the principal vertical plane SonSNO with the plane P. The coor-

dinates nvl, nv2, nv 3 of the normal unit vector nv of the principal

vertical plane are found from (16). The coordinates of the normal

unit vector n of the P plane are the direction cosines Iv1' 1v2' /v3

(13) of the local vertical.

We obtain the direction cosines ly'1,-Iy'2, y13 of the OY' axis from

the vector product of the normal vectors n x nv, from which follows:

Y'l = nv 3 v2 - nv2 v3 '

ZY'2 = nvl v3 - nv3 vl'

Y'3 = nv2Zvl - nvl/v2.

The direction cosines of the OZ' axis are

IZ'l = -vl' Z'2 = -v2' 1Z'3 = -1v3'

and of the OX' axis:

'ZX'l = -nvl' X'2 = - nv21 X'3 = - nv3

The direction cosines wi,' W2 ' W3 of the vector W in the OX'Y'Z'

system are'expressed by the relations:
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SI = ..2 lX'lVS - IXIlwss - lx'lWss,

WS - -itr ws NL2WI lYfl'sLY s,

The projections of the vector W on the OX', 0Y', OZ' coordinate axes /211

will be

Wx, = - WsWL. Wy, = - Wsw, Wz' = -WsW 3.

The sought magnitudes of the horizontal Wr and vertical WH velocities

of the surface point and the angle y are found from the expressions:

Wr= (xc+ M .)"', sinfT = Wyv./Wr, (23)
WH = WZ, cosT = Wx,/Wr.

Sequence of introduction of dynamic corrections to picture point

coordinates. The dynamic corrections to the picture point coordi-

nates are introduced as follows. The point coordinates x, y in the

oxy picture coordinate system are measured. Photogrammetric dis-

tortion is taken into account. Conversion to the x', y' coordinates

of the point in the ox'y' picture coordinate system is performed

using the angle K', known from (17):.

° X COsx Sinx'\x
-sin 'cosx') (Y

Using the Formulas (1) - (4) and the values (12), (17), (22), (23)

found for their input parameters, we find the dynamic corrections

1WOWr)A'(7rV, Ax'(Wi),Ay'(W.), and then the corrected coordinate values:

•Xg = X. + AX' (Wr) + Ax' (Vl),

yU = ' + Ay' (Wr) + Ay' (W,).

We convert from the corrected coordinates x ', x u in the ox'y'

system to the corrected coordinates xu, u in the oxy system:

(c( . os x'- sin x'
) - (sinx' cosx'
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The sequence of introduction of dynamic corrections to the coordinates

of any picture point is analogous.

During photography from the Zond 8 spacecraft, the flight alti-

tude above the mooon was HN , 1100 km, and the velocity - W = 2.0N IV S

km/sec. With resolution on the picture of 0.01 mm, and picture meas-

ure measurement accuracy 0.005 mm, the need arises for taking into

account the dynamic errors, whose magnitudes reach '0.025 mm.
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REFINEMENT OF THE GOLOSEYEV CATALOG POINT COORDINATES

IN THE LIMB ZONE AND DETERMINATION OF POINT

COORDINATES ON THE BACK SIDE OF THE MOON

V. A. Krasikov

During the first session of lunar photography from the Zond 6

spacecraft, pictures were obtained which covered practically the

entire western hemisphere [1]. The importance of these pictures

lies in the fact that they cover a considerable portion of the lunar

surface which is visible from the Earth, whose geometry has been

quite thoroughly studied and is represented by point coordinates in

lunar catalogs. These same pictures showed half the side of the

Moon which is not visible from the Earth. This made is possible to
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construct a photogrammetric grid encompassing the entire western

hemisphere and referenced to points of the visible side, whose co-

ordinates were taken from the Goloseyev catalog [2J.

The problem was solved using two pictures taken during the

flight approaching the Moon from an altitude of 19000 km above 
the

lunar surface. The position of the pictures made it impossible to

use the familiar methods of photogrammetry in constructing the three-

dimensional grid, since the angles of intersection of the projecting

rays at the lunar surface points did not exceed Alo.

The photogrammetric grid was constructed as follows. The exter-

nal orientation elements of the pictures were first determined by

photogrammetric resection using the photographed catalog points of

the visible side of the Moon, and the coordinates of the catalog

points used were refined. The problem was solved by joint statisti-

cal analysis of the measurements of both pictures and the seleno-

graphic coordinates of the catalog points. For these purposes, we

developed a special algorithm, and complied a program realizing the

maximum likelihood method which permitted working with up to 120

catalog points simultaneously.

Then we determined separately for each picture the selenographic

coordinates of surface points on the back side of the Moon from the /213

intersection of the projecting ray with a sphere of radius R = 1738

km. The final point coordinate value was taken as the arithmetic

means of the coordinate values of the corresponding points for each

picture. Since in this case the primary error in the coordinates is

due to ignoring lunar surface relief, there was no basis for using

an exact method for the problem solution. Therefore, the point co-

ordinates on each picture were determined by the regressive gradient

search method, which is far simpler in the program realization sense

than the Newton method.

Identification of points and measurement of pictures. Eighteen

points on the visible side of the Moon were identified for deter-

mining the external orientation elements [2]. We selected as these
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reference points the smallest possible craters, in order to minimize

the error in identifying the crater centers (in our case they were

observed in a different projection than when viewed from the Earth).

The picture measurements were made on a stereocomparator. To

improve the accuracy of the initial measurement dispersion estimate,

the observations were made six times using independent overlays with

different orientation of the pictures. The estimate of the measure-

ment dispersion for all the points except one, obtained on the basis

of internal consistency, did not exceed x0.030 mm. The corresponding

estimate of the dispersion of the average of the six measurements

was ,0.012 mm.

The measurements of fiducial crosses imaged on the pictures made

it possible to conclude that deformation of the photographic material

took place at the moment of measurement. The nature of the deforma-

tion was radial-annular; the deformation field is approximated well

by a first-degree polynomial

Here, dx, 6y are the corrections to the measured coordinates owing

to photographic material deformation in mm, x, y are the measured

coordinates referred to the center of the picture in mm; a = b =

0.006.

Determination of picture external orientation elements and re-

finement of point coordinates in the limb zone. For the solution of

this problem, we used the well-known photogrammetric relationships

between the point coordinates xij, Yij measured.on the pictures

(selenographicc coordinates Xi, Yi' Zi of these points) and the pic-

ture external orientation elements

(XI - XI) at, + (YI - Y) al + (Z - Z) ao,

(XI- X) a + (- Y) + (Z - Z) 259
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Here, f is the camera focal length; a kZ are elements of the /214

orthogonal transformation matrix, which are functions of the picture

angular orientation elements.

Linearization of (1) in the vicinity of the approximate values

of the parameters being determined leads to a system of linear

equations of the form

AX+A=I; (2)

here A is the matrix of partial derivatives of the measurements with

respect to the parameters being determined; X is the vector of correc-

tions to the approximate values of the parameters being determined;

A is the vector of measurement errors; I is the vector of deviations

of the measured quantities from their calculated values.

Since it is assumed that the measurements are uncorrelated and

equally accurate, we normalize (2) by the measurement dispersion

AnX +d 4m= In

Since a prio,ri data on certain components of the vector X are

known (the selenocentric coordinates and dispersions of the catalog

points),.the maximum likelihood method makes it possible to obtain

unconditional (Bayesian) estimates for the vector of unknowns and

its correlation matrix [3]

-(A)Am + I-')-(A1H + IC'XO), (4)

Kk= (ArAH + IG')- .

In our case, the matrix Kx is diagonal, and the dispersions of

the point coordinates presented in the catalog are located along

the diagonal.
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The numerical realization of the algorithm for obtaining uncon-

ditional estimates by the maximum likelihood method was accomplished

by solving the system of nonlinear equations (1) with account for

the a priori information on the catalog point coordinates. The basic

steps of the solution involved:

1) linearizing the system of nonlinear equations (1) in the

vicinity of the approximate values of the parameters;

2) solving the linearized system of equations by the conjugate

gradient method to obtain the corrections to the approximate values

of the parameters X0 ;

3) calculating the weighting

coefficients to obtain estimates of

the dispersions of the parameters

being determined.

The form of the coefficient /215

matrix of the normed linearized sys-

tem, with account for the a priori

information on the catalog point

coordinates, is shown in Figure 1.

0o
The upper part of the AH matrix

is the conventional matrix of de-

rivatives of the measured functions Figure 1. Structure of
the AH matrix

with respect to the parameters,

while the lower part is a diagonal

matrix with elements ao/oxi, a/olYi, a!azf. (where a is the estimate of the

measurement dispersion; exi, uy, azi are the estimates of the dispersions

of the corresponding coordinates of the ith catalog point). Norming

of the matrix was performed so that the vector of differences had

dimension in millimeters.
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Processing of the measurements consisted of several stages. In

the first stage, the measurement dispersion with account for possible

inaccuracies in identifying the centers of the craters was taken

equal to 0.020 mm. The coordinates of all 18 points were assumed

to be known exactly. As a result of this solution, the measurement

dispersion estimate based on the sum of the squares of the residual

differences was found to be 0.150

mM. In view of the fact that the

x and y picture axes nearly coin-

cided in direction with the X and Z a

selenocentric coordinate system

axes (Figure 2), it was advisable to I Direction
o to Earth

perform the analysis of the residual

difference vector V by grouping its .a

components, respectively, with re-

spect to the corrections to the ab-

scissas V and ordinates V. The
x y Figure 2. Diagram of point

results of this analysis are shown arrangement on the pictures

in Table 1. The corrections V tox

the measured values of the x picture point coordinates were larger

by 4.5 times than the corrections V for the y picture point coordi-

nates. For one of the points, the corrections to the measured coor-

dinates exceeded 0.2 mm in both axes.

Analysis of the measurements of this point and of its image on

the pictures makes it possible to conclude that, in this case, there

is an inaccuracy in identification of the center of the crater.

Therefore, this point was rejected and did not take part in the sub-

sequent reduction stages. The distribution of the corrections with

respect to the coordinate axes at the remaining 17 points can be

explained by errors of the initial data, since the point X-coordi-

nates presented in the catalogs are known more approximately by a

factor of 4 - 5 times than the Y- andZ-coordinates. But the magni-

tude of these corrections does not agree at all with the magnitude

of the x-coordinate dispersions. In fact, the measurement correc-

tions reach a magnitude of 0.4 mm, which in the picture scale /216
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TABLE 1*

Point Point
no. in Vx , mm V, mm no. in Vx , mmV , mm
catalog catalog

[2] [2]

391 +0,028 +0,104 248 +0,173 +0,021
+0,032 -J,-0,095 +0,191 +0.018

253 -0,025 -- 0.,040 251 +0,268 -0,005
+0,003 -0,045 +0.263 +0,022

385 +0,117 . +0,003 195 -- 0038 +0,001
+0,115 +0,014 -0,018 +0,003

181 0,000 -0,035 199 +0,020 -0,005
+0,028 -0,028 . -0,007 -- 0,011

212 +0,010 -0,011 186 -0,148 . -- 0,007
+0,020 -0,035 -0,124 -0.026

2P0 +0,055 +0,001 256 -0,453 -0,081
+0,039 +0,029 -0,419 -0,099

378 +0,073 +0,059 239 +0,370 -0,015
+0,072 +0,045 +0,336 +0,006

.390 -0,250 +0,047 230 -0,139 -0,046
--0,284 +%,055 -0,172 -0,043

248 -0,060 +0,008 MJean
--0,076 +0,008 square 0,182 0,042

value

Commas represent decimal points.

corresponds to %11 kn, while the coordinate dispersions with respect

to this axis do not exceed 12 km.

In the second analysis stage, the X, Y, Z coordinates of the

catalog points were used in the analysis with their dispersions. In
this case, the estimate of the measurement dispersion based on the
sum of the squares of the residual differences was found to be %0.035
mm. The corrections SX and 6Z to the catalog point coordinates ob-

tained in this case are shown at the right side of Table 2. Analysis
of these quantities and their comparison with the corresponding dis-
persions indicates that, while the corrections in the Y and Z coordi-

nates agree with their catalog dispersions, the corrections to the X
coordinates were significantly larger than the corresponding dis-
persions. Analysis of the vector of residual differences also showed
that while the mean square magnitude of the correction to the
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TABLE 2 ?

Point no. v V Vzam x. I OZ.
in catalog vs. 1 I I

391 0,000 +0,020
+0.006 +0,027 +0.009 +0,014 -1t,95 -0,17

253 -0,013 -0,012
+0,013 -0,020 -0,015 -0,031 +I,88 +0.80

385 +0,009 -0,023
+0,004 +0,029 -0,012 -0.012 -2.90 +0,10

181 -4,012 -0,024
+0,020 +0,016 -0,018 -0,022 -2,20 +0.28

212 -0,004 +0,008
+0,008 +0,013 -0,016 -0,003 -1,tt +0,03

2 o 40,009 0,000
-0.008 +0,008 +0,026 +0,008 -0,48 -0,06

378 +0.005 +0,010
+0.005 +0,038 -0,004 +0,002 -3,34 -0,02

90 -0,004 +0.010oo
-0,029 -0,077 +0,019 +0,024 +4,74 -0,43

246 +0,001 4-0,024
-0,015 -0,025 +0,017 4+0,015 +1,59 -0,13

248 . 0,000 +0,010
+0.012 +0,041 +0,007 +0,006 -3,10 -0,06

251 +0,017 -0,016
+0,004 +0.063 +0,o010 -0,008 -4,85 +0.17
-095 ,014 +0,018
+0.008 +0,001 -p,020 +0,015 -0,05 -0,14

199 +0,014 0,000
-0.013 - 0,004 -0,0t10 -0,005 +0,45 +0,08

186 -0.022 +0,008
% +0006 -0,051 -0,013 -0,001 +3,66 +0,01t.

256 -0,034 --0,003
+0,006 -0,126 -0,0t15 -0,015 t,46 +0,037

239 +0,042 -0.030
0o,000 +0.107 -0,011 -0,024 -7,70 +0,27

230 +o,009 0
-0,021 -0,044 40,004 +0,u04 +4,21 -0,06

Me an
square o,o1ts o,053 0.015 0,015 - -

value .

Commas represent decimal points.

measurement of the x and y point coordinates on the pictures and the

mean square magnitude of the normed correction VZ to the Z- coordi-

nates was equal to 0O.015 mm, the mean square magnitude of the normed

correction VX to the .X coordinate was equal to ,0.052 mm.
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Such a situation can occur in the following four cases:

the measurements themselves were made more approximately than

we have assumed; there was an error in crater center identification

because of differences in the projection; the camera's photogramme-

tric parameters changed after calibration; the dispersions of the

point coordinates with respect to the X axis presented in the cata-

logs are too low.

Let us examine all these cases in more detail.

Error of the measurements themselves is practically eliminated, /217

since the measurements were made using six independent overlays with

different picture orientation.

More likely is error of crater center identification because of

difference of'the projections, although it is difficult to imagine

that the identification error affects only the x coordinates of the

picture points.

Nothing definite can be said concerning-the errors which can

occur as a result of change of the objective lens parameters, since

the camera was not recalibrated after return to the Earth. It is

difficult to imagine that this factor leads to random errors of large

magnitude only in the picture x axis.

Most probable is the fourth factor, i.e., the catalog points

have.too low dispersion with respect to the X axis. In fact, as we

have mentioned previously, this coordinate is determined more poorly

from observations made from the Earth than are the Y and Z coordi-

nates. Comparison of the corrections 6X and 6Z for the X and Z

coordinates with their catalog dispersions yielded the following

results (see Table 3). In four of the 17 cases, the corrections 6

exceeded 3 a,and in four cases the corrections exceeded 4 c.
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In the third analysis stage, TABLE 3 /219

the X-coordinates of all the cata-

log points were relaxed by the No. of corrections
in given interval

magnitude 3 a. The estimate of Interval in given interval

the measurement dispersion ob- in X in Z

tained was 0.017 mm. The correc-
0>6 5 13

tions to the X and Z point coor- 2v>6>o 5 4

dinates and the data of the ana- 3>8>2a 2 -

lysis of the residual difference 8>40 2
17 17

vector are given in Table 4.

Finally, a version was calculated in which the point X-coordi-

nates were relaxed completely, i.e., they became definitive. The

calculation results are shown in Table 5.

The last two versions yielded corrections 6X and 6Z, which

nearly coincided in magnitude. The estimates of the dispersions of

the vector of the parameters being defined were also calculated in

the last version. The maximum magnitude of the estimate of the dis-

persion for the corrections to the X-coordinate amounted to "0.7 km.

Combined analysis of the data shown in Tables 1, 2, 4, 5 gave

the following results.

The mean square magnitude of the correction to the X-coordinates

was '5.2 km, while the mean square magnitude of the catalog disper-

sions of the coordinates with respect to the X axis was N1.7 km. The

mean square magnitude of the correction to the Z-coordinate was 'V0.27

km, while the mean square magnitude of the catalog dispersions of the

coordinates with respect to the Z axis was "0.29 km.

On the basis of the analysis results, we can draw the tentative

conclusion that the X-coordinates of the points presented in the

catalog [2] are known more approximately by a factor of about three

than the compilers azsumed. As for the point Z-coordinates, their

accuracy corresponds completely to the dispersions presented in the
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TABLE 4*

Point no. I V Mx V, 6xx1u 8z.
in ca_ aog i II_

391 -0.003 +0,009
+0.,003 +0o,o018 +0,001 +0,005 -3,95 -0,06

253 -0,012 -0,011
+0,017 +0,006 -0,015 --0,032 -1,99 +0,86

385 +0,006 -0,023
0,000 +0,017 -0,012 -0,012 -5,13 +0,t10

181 -0,011 .- 0,030
+0,018 -0,008 -0,022 '-0,027 +2,77 +0,35

212 -0,004 +0,007
+0.005 -0,003 '-0,017 -0,004 +0,65 +0,04

20O +0,005 +0,004
-0,010 -0,012 +0,029 +0,001 +2,06 '-0,06

378 +0,001 +0,009
-0,001 +0.016 -0,004 +0,002 -4,18 '-0,02

390 +0,010 +0,007
-0,016 -0,017 +0,018 +0,019 +3,20 -0,33

246 +0,005 +0,028
-0,012 0 +0,020 +0,017 +0,001 -0,015

248 -0,007 +0,013
+0,006 +0,022 +0,009 +0,009 -5,8 -0,09

251 +0,008 .- 0,014
-0,004 +0,033 +0,010 '-0,005 -7,65 +0, t10

195 -0,013 +0,016
+0,007 +0,010 +0,018 +0,013 +2,48 -0,12

199 +0,013 +0,003
-0013 -0,012 -0,007 -0,003 +3,64 +0,04

186 -0,017 +0,011
+0,012 -0,036 -0,009 +0,001 +7,66 '-0,01

256 -0.022 +0,002
+0,021 -0,030 -0,012 -0,012 +8,16 0

2539 +0,027 -0,029
-0,016 +0.043 -0,012 -0,021 -9,27 +0,25

2 +0.t014 +0.003
-0,017 -0,018 +0,000 +0,006 +4,98 -0,07

Mean
square 0,012 0,021 0,015 0,015 - -

value

Commas represent decimal points.

267



TABLE 5 *

Point ho.

in catalo V Vx. v,. Vz.M x. OZ. -

391 -0,004 +0.009 +0,003 -4,37 -0,03
+0,003 -0,002

253 -0.012 -0,012 -0,034 -2,33 +0,87
+0,016 -0,017

385- +0,005 -0,022 -0,012 -5,40 +0,09
-0,001 -0,012

181 -0,011 -0,029 -0,025 +3,01 +0,33
+0,018 -0,020

212 -000& +0,009 -0,002 +0,77 +0,02
+0,005 -0,015

200 +0,006 0 +0,0009 +2,36 -0.07
-0.010 +0,023

378 0,0)0 +0,011i +0,003 -4,45 -0,03
-0.001 -0,003

393 +0,011Oi +0,008 +0.018 +2,87 -0,32
-0,015 +0,017

246 +0,005 +0,029 +0,018 -0,12 -0.16
-0,012- +0,021

248 -0,008 +0,013 +0,009 -6,03 -0,09
+0,005 +0,008

251 +0,007 -0,015 -0004 -7,80 +0.t3
-0006 +0,01ou

195 -0,013 +0,017 +0,014 +2,66 -0,14
+0,008 +0,020

199 +0,014 -0,001t -0005 +3,99 +0.07
-0,012 -0,038

186 -0,014 +0,007 -0,001oo +8,08 +0,01
+0,014 -0,010

256 -0.020 +o,0oo01 -0.014 +7,97 +0,34
+0,022 -0,013

239 +0,026 -0.028 -0,020 -9,39 +0,24
-0,018 -0,011

2i0 +0,015 +0,002 +0.006 +5,14 -0,t10
-0,016 +0.007

MeanI
squarealue o0,01t2 0,015 0.015 5,20 0,27Value

Commas represent decimal points.
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catalog. A final conclusion on the catalog accuracy can be drawn
only after suitable analysis, using additional data and for a larger
number of points.

Determination of selenographic coordinates of points on the
back side of the Moon. We make the following transformation in order
to solve this problem. In the Expression (1), for the measured pic-
ture point coordinates, replacing the value of the lunar surface
point coordinates by their expressions in terms of B, L, and R = /222
1738 km, we obtain:

'(Rcos B, cos L, - X) + al (R cos B, sin L, - YI) +

xil -f *+4a (R sin L- Z)
S(R cos B cosL, - X) --+ ai (R cos B sin L, - Y p +

+a L (in L4 - Z)
(R cos Bi cos L, - X) + a (R cos B sinL, Y)+ (5 )

+I 14(RSin 4 - Z)

i4a (R cos B cos L, - XI) + al (R cos B, sin L, - Y ) +
+a (Rsin L -Z,)

Thus, we have a system of nonlinear equations, with the two unknowns
B and L. Here, B is the selenographic latitude, L is the seleno- /223
graphic longitude; X, Y, Zj are linear picture external orientation

elements (see Table 6).

The quantities aki in the orthogonal transformation matrix are

calculated in terms of the known angular external orientation ele-
ments (see Table 6) using the formulas:

a. = - sinA sin ,- cosA cos sin ,
as = sin A cos X - cos A sin ; sin q,
a,. = cosA cos q, (6)
an = Cos A sin X - sin A cos X sin 4,

= - cosAos s - sinAsin sin p,
a% ='sin A cos (p,
as .cos cosos , a,, = cos p sin 1, as3 =sinq .

The regressive gradient search method [5] was used to solve the
nonlinear system of equations (5). As the functional to be minimized,
we took the sum of the squares of the residual differences
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TABLE 6

External Picture
,orientation

elements 12 19

A 278'23' * 17' 278i'2 * 17'
-92033:* 28' -92.23 ± 15'

9 2012' : 17' 1043 ' ± 16'
X .- 477,i tA*8,t A -588,t 1 L4,1 u.
Y -10850,0 m:. 2,5 -10642,5 :L 2,5 M.:
Z 525,9 I -4,5 A . 531,7 w -t 4,3 *.

Commas represent decimal points.

S= (xmeas - Xcalc) 2 +(Ymeas - Ycalc ) 2 . (7)

The gradient vector r was calculated by the finite difference

method:

AM 
B

.8B
A0,~ ~(8)

Here,

AB = 0 (Bo + 8B, LO) - 0 (Be, LO).

ADL = 0(B, L + 6L) - 4D (B, Lo), (9)

are the changes of the Functional (7) for small variations of the

parameters 6B and 6L.

The gradient step was selected so that, at each sequential point,

the value of the functional became less than at the preceding point.

Thus, at each step, the solution was improved, using the formulas

B,., -= Bj + ari,. Lj+, = L + ar,. (10)

We took as the initial approximations the selenographic coor-

dinates B and L of points identified on the Complete Lunar Map [4]

to within a few degrees.
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TABLE 7

PoinPi

nL Adeg I Bdeg PintI , degno.1 nol _ _ dg __.e

17 -84,2 -14,5 26 -105,9 49,8
18 -86,5 -32,0 27 -18,2 25,5
19 -91t.1 4,0 23 -109,4 1,6
20 -93,8 12.0 29 -t114,0 18.1
21 -93,8 -34,2 3) -118.8 -21,4
22 -94,2 33,5 31 -12),6 4,4
23 -94,0 -14,7 32 -126,3 37,9*
24 -97,6 - 3,7 33 -132.5 11,0,
25 -103,2 -28.2

Commas represent decimal points.

The regressive gradient search method is simple in realization /224

and has faster convergence than the steepest descent method [6]. The

requirements on accuracy of selection of the initial approximations

of the parameters are quite weak. The accuracy of the initial ap-

proximations should be such as to exclude ambiguity in the solution

and may vary from a tew tens of degrees in the central part of the

disk to several degrees in the limb zone.

The values of the selenographic coordinates Bi and Li were de-

termined from each of the pictures separately. Their arithmetic mean

was taken as the final values of the coordinates. The values of the

point coordinates obtained in this way are presented in Table 7. The

location of the points is shown on the photomap of the back side of

the Moon [1]. The error of these coordinates is due primarily to

not accounting for the lunar surface relief.
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DETERMINATION OF SELENOGRAPHIC COORDINATES OF LUNAR

SURFACE POINTS FROM SINGLE PICTURES OB-

TAINED FROM ZOND 6

Ya. L. Ziman, V. F. Baratova,

I. V. Isavnina

Pictures of the lunar surface with an image of practically the

entire lunar limb were obtained from the Zond 6 spacecraft. During

the time of exposure, the entire lunar surface covered by these

photographs was illuminated by the Sun [1]. Such single pictures

were used to find the external orientation elements and selenographic

coordinates of the photographed lunar surface points. The seleno-

graphic coordinate system was specified by the GolosevevCatalog [2] /225

and was realized by points of this catalog identifiea on the pictures

and hereafter termed reference points *. Craters located on the

*
Any of the existing catalogs whose individual points are identified

on the pictures can be used as the reference catalog.
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invisible side of the Moon and also other points of the Goloseyev

catalog, which can be used as control points, were taken as the points

being determined. The problem was solved in the following sequence.

1. The picture tilt a and rotation K angles and the selenocen-

tric radius vector p of the spacecraft were found from the image of

the limb edge.

2. The coordinates of the lunar surface point images were trans-

formed, using the angles a and K.

3. We calculated the auxiliary selenocentric coordinates of the

photographed lunar surface points. The Z' axis of the auxiliary sys-

tem (Figure 1) was aligned with the spacecraft selenocentric radius

vector; the abscissa X' and ordinate Y' axes were aligned parallel to

the corresponding xT and YT axes of the transformed picture. All the

photographed points were referred to a sphere of given radius.

4. From the catalog and auxiliary reference point coordinates,

we found the orientation elements of the auxiliary coordinate system

in the catalog system. Using these elements, the coordinates of the

photographed points and the picture external orientation elements

were recomputed from the auxiliary system into the catalog system.

5. We calculated the coordinates on the

picture of the selenographic meridian and

parallel grid points.

The connection between the coordinates

of the limb edge points of a planet, approxi-

mated by a three-axis ellipsoid,and their

images in the picture,was examined in [3].

In the present case, the Moon is considered 0

to be a sphere of constant radius R.

The following basic formula is used Figure 1. Auxil-
iary coordinate

to determine the angles a, K and the radius system
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vector of the spacecraft:

cos- =lio+mimo+ nino, (1)

where n is the horizon dip angle (see Figure 1), lI, mi, ni and 10,

mO0 , n0 are the direction cosines, respectively, of 
the limb points

and its center in the picture coordinate system.

Expressing l0 , mO0 , no in terms of the angles a, K and the angle

n in terms of the lunar radius R and the radius vector p, we rewrite

(1) as

V I ' R2 tg a cosx + m tg a sin x-n. (2)
- (2)

Equation (2) can be solved provided neither R nor p are subject to /226

refinement. In our case, as noted previously, the lunar radius R

was specified. Expanding (2) into a Taylor series at the point

a = a0, K = K0 , and p = P0, we obtain for the k limb points the system

of error equations relative to the unknown corrections Aa, AK, Ap to

the approximate values a0, K0 , P0 :

aa+ b1Ax + c,4+a= v,,,
................. (3 )

ahAr + bkAx + ckA? + Wom= vk,

where vi is the deviation of the left sides of the equations from

zero because of measurement errors and random relief

ai = (l cos xo + mi s'n xo) cos ao + n, sin ao,

bi = (-icosxo + micosxo)sin o,

co = (lcos xo + m, sin xo) sin ao-- n cos - - -

The System (3) is solved by the iteration method under the condition:

h

2i(4)
274
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The final values of the parameters being determined are obtained from

the formulas

a = ao + A Aa--..
x=x + Ax+Axs,+ ... , (5)

For the case when we seek only a and K, (1) is rewritten in

the form

cos = A-+mj- nj n ,  (6)
re re re

where x0 , y0 are the coordinates of the limb center image in the

pieture, f is the focal length of the imaging camera,

r .+ y. + /.

We find the average value of cos n from (6): /227

S - +k 1 '0 k k =1(cos 4) V t=  = o + .or, =
k .r k ro  k ro  k

Subtracting (7) from each Equation (6), we obtain

axo + byo + = v (8)

aro + bgo + wO vk,

where

a = , .I -'), b; = 1 (mi ). A r0 \

re

v'i are the "deviations of the values of the left sides of (8) from

zero because of measurement errors and random relief.
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Solving (8) under the condition

i il=min,

we find x0 and y0 , and from them the angles a, K or the direction

cosines Z0 , mo0 , n0

a= arctg , x = arctg Y. (9)
I XG

After finding x0 , Y0 from (7), we can calculate the angle nav and

the radius vector p.

p= Roosec -av. (10)

Transformation of the pictures is accomplished using the fol-

lowing formulas:

we calculate the picture rotation matrix M: /228

cosacosx cosasin x s'na
o) (11)M= -sinx cos x 0,

-sin a cos x - sin asin x Cos a

the coordinates of the lunar surface point images are multiplied

by the matrix M:

CV =M ; (12)

then the transformed coordinates are calculated:

xr, = -- -, Yr Y -- -- (13)
ZI 2,

We express the auxiliary selenocentric coordinates of the

photographed lunar surface points in terms of the found transformed

coordinates of their images (see Figure 1):
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X=-(-Z;), Y;= (-Z), X; + Y + z =r1. (14)

We transform (14) to the form

.AZ" + BZ' + C = 0, (15)

where

__+_ 4+9; 4+9;A=I+1 4 + Y , B=-2p ,+ C=-r'+p 4+
12' 1' 1'

Solving (15), we find Z'; substituting it into the first two

equations (14) we find X' and Y'.

We define the connection between the coordinates in the X, Y, Z

catalog system and the auxiliary system by the expression

iy-X,# (16)

where X'0 3 Y, Z'0 are the auxiliary coordinates of the catalog

system; N is the rotation matrix. Using the reference points, we can

find the solution of (16) X'0, Y'0  Z'0 and the elements of the

matrix N.

It is best to satisfy this solution under the condition /229

P

2 (AX + AY + AZ;) = min.

where p is the number of reference points used in solving the problem

problem, and

X; = x,-1n,,ix;-) +.. *(Y; - Y.).+ .. !Zj-_ Z.)],
AY; = Y- [n (x,- Xo) +n 1(Y - Y. ) + n2. (Z; -z.)

AZ, = ZJ - [In (X',- X)+ n (Y;- Y) + n. (Z.- Z.')J.

After determining X'O, Y, Z'0 and the elements of the matrix N,

we convert the auxiliary coordinates of the lunar surface points into
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the selenographic system of the catalog being used. The angular

picture external orientation elements are defined by the matrix:

L= MrNT. (17)

The coordinates Xs, Ys, Zs of the center of projection are cal-

culated from (16) by the substitution X' = 0, Y' = 0, Z' = p.

The calculation of the selenographic meridian and parallel grid

point coordinates on the picture is made in the following sequence:

1) we specify the selenographic longitudes Xi and latitudes €i

of the grid points;

2) we convert from the polar coordinates Xi and to the rec-

tangular coordinates Xi i' Zi

X, = Rcosicosk., Yj = Rcospsin)., Zi = Rsinl, (18)

where R is the radius of the lunar sphere;

3) the resulting rectangular spatial grid point coordinates are /230

converted into the coordinates of the images of these points on the

picture:

(XI - X,) tu + (v - Y,) In.+ (ZI - Z,, -is
(XI - X,) 13 + (Yi - Y) t1 -(Z - z,) , '

-. (19)
(x, - x,) t,, + (Y, - y,).. + (z, - Z,) 1,. (19)
(XI - X In + (Y - Y,) In + (Z - Z,) 1. '

where Iij are elements of the matrix L (17).

Tables 1 - 3 show preliminary results of interpretation using

the above described technique of two pictures of the Moon obtained

from Zond 6. The selenographic coordinate system was realized by
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TABLE 1. PICTURE EXTERNAL ORIENTATION ELEMENTS***

Elements Picture12 Picture igt

** 034',4 1024',5
x 97046 , ,7 .134o12'. 1
P 10.905,7 x 10.712,3

Matr-x [-0,0169 0,9939 -3:',9446' 0,5797 0,8132 -. ,0523
.. -0,0439 -),0153 -3,9939 -0,0692 -3,0149 .- 1,9975

-3,9938 -3,0149 0.94461 -9,8119 0,5318 0,0477X"** -436,2 L, -560,6 "
Y. -10.893,8 x -0.685,8 cA
Z, +486,5 A +510.6 xx

a, K, p were calculated for 60 limb points.
**
The elements of the auxiliary system orientation

matrixes N and the coordinates Xs, Ys, Zs of the

centers of projection are given in the Goloseev
catalog system.

Commasrepresent decimal points.

seven reference points. We calcu- .........................'.....
lated the coordinates of 12 points ,..::...
of the back side of the Moon and ...... '"u..

five points of the front side, which .. .. .
-***** . .... ....were used as control points. The : o.twere use as cotooons h: S ..

location of the pictures of all bg ,o0 - -o• ,

these points, and also the seleno- ". " o- . :. 4

graphic coordinate grid points, is •: . o'.

shown schematically in Figure 2; ".--. .. .:

the reference points are denoted "'..:':

by triangles, the control points by

squares, and the back side points Figure 2. Location on the
picture of selenographic

are determined by circles, grid of reference points
and points being determined

All the calculations were made

for the condition that the catalog

and auxiliary coordinate system origins coincide, i.e., X0 = 0,
YO = 0, Z0 = 0.
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I oTABLE 2. LUNAR SURFACE POINT COORDINATES*1

Point no. Picture 12 Picture 19 Aver.: of pictures 12, 19

in Fig. 2 r
(from X, km Y, km Z, km Xj, km Y, km Z, km x Xcatalog) X

ct o 
Visible side

1(212)1 +1298,7 -974,1 +620,8 +1298,4 -973,7 +620,8 -36052
,  --  56'

2 (200) +857,9 -795,3 +1283,8 +860,4 -793,2 +1283,1 -42045: +4 7 036'

3(378) +1077.5 -1298,5 -415.8 +1078,2 -1297,0 -415,0 -50019 ,  -13950'

I' 4 (385) +903,3 -1477,6 -158,8 +905,4 -1475,1 -158,1 -5830' -5-14'

5 (391) +697,3 -1420,4 -725,8 +693,5 -1419,3 -724,5 -63049. -24*40'

6(256) +464,7 -1656.4 +204,4 +463,4 -1653,6 +206,4 -74015. +6047.

7(253) +444,7 -1630,8 +3t,t +447,6 -1678,6 +33,0 -75008, +t03'

8(145)' +1273 -863,7 + 807,3 +1273,5 -862,9 +806.5 -34008' +27 °40'

9(199) +846,6 --707,2 +1339,4 +849,5 -703,0 +134,0 -39045' +50 025'

10(246) +936,0 -1414,7 +207,7 +994,2 -1411,2 +204,1 -55001 +6-48
.

It (390) +809,2 -1417,5 -589,7 +812,5 -1414,3 -589,9 -60012' -19050

0 12(248) +774,5 -1524,3 +314,1 +778,4 '-1520,8 +315,0 -62059' +10026'

Back side

13 +165,9 -1675,1 -438,1 +168,3 -1674,1 -435,6 -84018' -14034'

14 -112,4 -1693,7 +357,3 -108,7 -1696,7 +360,4 -93044
'  +11'55'

15 -101,2 -1438,5 -971,9 -100,2 -1439,7 -968,4 -9400' -34156'

16 -t19,9 .- 1678,3 -441,1 -117,2 -1677,5 -439,3 -94°02' -14140'

17 -228,0 -1720,7 -115,1 -226,2 -1719,5 -112,5 -97°32' -3'46"

18 -360,9 -1263,5 -1138,8 -357,2 -1261,6 +1140,7 -105052' +40058'

19 -488,6 -1492,7 +746,8 -482,9 -1491,5 +750,2 -108002' +25o30'

20 -575,8 -1630,5 +45,8 -573,6 -1639,9 +48,7 -10922' +1o34 '

21 -672,0 -1t510,1 +541,2 -6608,9 -1503,4 +515,7 -113053, +18014.

22 -782,8 -1419,2 -630,2 -782,2 -1420,0 -623,3 -118-52' -21-14

23 -881,2 -1493,3 +1135,0 -478,8 -1493,0 +133,4 -120 0 31' +4 030'

24 -816,2 -1096,8 +1074,1 -812,0 -1095,3 +1077,8 -126033' +38022 .

1 - 7 are reference points
28 - 12 are control points

Commas represent decimal points.



TABLE 3. ACCURACY CHARACTERISTICS OF LUNAR SURFACE POINT
COORDINATES*

Point no. Diff. of coordinates found Diff. of aver.(from pictures
in Fig. 2 from pictures 12 and 19, 12 and 19) and catalog coor-
(from km dinates, km
catalog)

JAX' AY' AZ '  AX AY AZ'

1 (212) +0,3 +0,4 0,0 +1,0 -0,5 -2,2
2(200) -2,5 +2,1 +0,1 +2,9 -2,2 -0,7
3(348) -0,1 +0,1 +0,8. +4,8 -5,2 -1,2.
4(385) -2,1 +2.5 +0,7 +5,1. -3,7 -0,85(391) -1,2 +1,1 +1,3 +3,5 0 -3,4
6(256) -3,7 +2,8 -2,0 -7,8 +1,2 +2,4
7(253) -2,1 +2,5 +0,7 +5,1 -3,7 -0,8
8 (145) -0,5 -0,8 +0,8 -0,7 +2,5 -2,0
9(199) -2,1 +4,2 -0,1 +1,0 +2.0 -1,8.
o10 (24) -8,6 +6,4 +3,7 -2,4 +1.0 +4.2
I 390) -3,3 +3,2 -0,2 -4,7 +4,0 -4,6
12248) -4,0 +4,4 -0,9 -7,1 -4,7 -1,7

13 -2,4 +1,0 +2,5 - - -
14 +3,7 +2,0 -3,1 - - -
15 +1,0 -1,2 4+3,5 - - -
16 +2,7 +0,8 1,8 -
17 +1,8 +1.1 2,5  - - -
18 +3,7 +1,9 -1,9 - - -
19 +5,7 +1,2 -3,4 - - -
20 +2,2 -9,3 -2,9- -
21 4 3,1 +1,7 -4,5 - - -
22 +0,6 -0,8 +3,9 - - -23 +2,4 +0,3 -3,4 - - -
24 +4,2 +1,5 -3,7 - - -

*
Systematic 6 and mean-square m differences:

24 24 24

14 S4|m

SAX AV AZ

(1 -+0.2 x; e-0.7 i; 0Z- - -0.8 u;
12 | is1

-'m -,2.0cm . wy- l - . :

-2 .12

y' t2 :-.tl.7 u 1m -2.4 x.

**Commas represent decimal points.
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Therefore, in calculating the auxiliary coordinates using (14), /233

values of rij for the points being determined were equated, as noted

above, to the lunar radius, taken as R = 1738 km, and for the refer-

ence points to their selenographic radii vectors.

Comparison of the values obtained with the results of joint

statistical interpretation of these same pictures [4] showed that the

described technique can be used for determining the picture external

orientation elements and photographed point coordinates when inter-

preting individual pictures of planets, and also as the first

approximation in the statistical interpretation of stereophotos.

The authors wish to thank B. V. Nepolkonov, B. N. Rodionov, and

A. P. Tishchenko for their valuable advice in discussions of the

present article.
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